Integrating Temporal Evolution with Cellular Automata for Simulating Land Cover Change
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Abstract: Simultaneously considering the spatial and temporal processes is essential for land cover simulation models. A cellular automaton (CA) usually simulates the spatial conversion of land cover through post-classification comparisons between the beginning and the end of the training period. However, such an approach does not consider the temporal evolution of land cover. As a result, a CA model fails to explain the realistic land cover change. This paper proposes a temporal-dimension-extension CA (TDE-CA) by integrating the temporal evolution of land cover with a CA. In the TDE-CA, the Breaks for Additive Season and Trend (BFAST) monitor algorithm was employed in the temporal evolution simulation module (TESM) to simulate the gradual evolution of land cover, and an optimized random forest CA (optimized RF-CA) was used to simulate the spatial conversion driven by many spatial variables. Subsequently, the Ensemble Kalman Filter (EnKF) was employed to integrate the TESM with the optimized RF-CA. The TDE-CA was then tested in the land cover simulation of Shendong mining area during the period 2005–2015. The TDE-CA was compared with a Null model, with its sub-models, and with the traditional CA models, including the Logistic-CA and the MLP-CA (Multilayer Perceptron CA) models. The results show that the TDE-CA is superior to the Null model. Furthermore, the overall accuracy and the Kappa coefficient of the TDE-CA were 79.84% and 71.61%, respectively; compared with the TESM and the optimized RF-CA, the values showed 17.14% and 4.48% improvements in the overall accuracies and 0.2167 and 0.0512 improvements in the Kappa coefficients, respectively. When compared with the Logistic-CA and the MLP-CA, we measured 8.41% and 8.25% improvements in the overall accuracies and 0.0985 and 0.0964 improvements in the Kappa coefficients. These experiments indicate that the TDE-CA not only provides an effective model for the spatiotemporal dynamical simulation of land cover, but also enhances the development of the existing simulation theory.
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1. Introduction

Land cover simulation is an effective approach to promote the scientific understanding of the responses and feedbacks between LULCC (land-use and land-cover change) and its drivers [1]. Thus, the simulation results can provide information support for environmental protection [2] and decision making [3]. It is crucial for simulation models to simulate the realistic representations of land cover change. To date, a wide variety of models have been developed for land cover simulation [4,5], such as MAS (multi-agent system), machine learning, statistical methods [5], and CA (cellular automata) [6]. MAS uses a top-down interaction mechanism to simulate land cover and fully considers the
influence of main decision-making entities (governments, developers, inhabitants, etc.) on the land system, while expressing the behaviors and interactions among different movable agents. However, simulation using MAS faces a high degree of uncertainty in the definition of decision-making entities. It also encounters difficulties in quantifying agent behaviors, and representing feedbacks among various kinds of agents [7,8]. As a result, it is hard for MAS to accurately simulate land cover [9]. Machine learning and statistical methods are also used for land cover simulation [10,11]; however, these methods statistically describe the relationships between input and output variables without physical meaning support [5]. Finally, CA, based on a top-down interaction mechanism, is also one of the most widely used models in land cover simulation [12,13].

Firstly proposed in complexity sciences [6], CA uses a pixel as the cell unit; it is traditionally composed of four elements: transition rules, neighborhood configuration, simulation time (time step), and stochastic perturbation [14-16]. Many additional constraints are considered if there is a constrained CA (another kind of CA model) [17]. The evolution in CA is determined by estimating the suitability of the cell unit according to the probability-of-occurrence (determined by a series of spatial driving factors), the effects of surrounding cell unit, a number of transition rules, and stochastic perturbation [1,17,18]. Although understandable, CA already has a strong space and nonlinear simulation ability in complex and chaotic land systems [17,19]. Modifications and calibrations for CA have been performed by several researchers to improve its practical performance. As a result, various CA models for land cover simulation were proposed over the last three decades [16,20,21], such as the logistic-CA [22], the ANN-CA (the artificial neural network cellular automata) [20], the MLP-CA (the multilayer perceptron cellular automata) [23], the SVM-CA (the support vector machine cellular automata) [24], the RF-CA (the random forest cellular automata) [25], and the LEI-CA (the landscape expansion index cellular automata) [21]. All these CA models are easy to understand and implement. However, these contemporary-calibration CA models use only two sets of land cover data, one at the beginning and one at the end of the training period [26]; this directly results in the loss of trend, direction, and amplitude of land cover change. The suitability of land cover evolution depends entirely on the probability of development determined by various spatial driven variables. As a result, the simulation results are easily influenced by spatial variables and rule models [27]. Thus, although effectively simulating the spatial evolution of land cover, CA models fail to depict the temporal dynamic of land cover [28].

Several studies have been performed to calibrate CA in simulating temporal dynamics [29-31]. The SLEUTH (slope, landuse, exclusion, urban extent, transportation, hillshade) model is a typical calibrated CA model, in which multiple land use datasets are employed in the training period to define patterns of land use [32]. However, its exhaustive search method makes the SLEUTH time-consuming, while the high number of parameters in this model increases the randomness of simulation results. The SD-CA (integrated system dynamics and cellular automata model) [33,34] and the FLUS (future land use simulation model) [1,18] also attempt to improve CA in expressing dynamic process through macro-regulation. However, it is difficult for these CA models to correctly simulate the locations of land cover as they lack the pixel-based estimation. Apart from the macro-regulation strategy, another way to calibrate CA parameters is to use all available observation data in the training period. This strategy is adopted by models such as the EnKF-CA (assimilating process context information of cellular automata into change detection) [14] and the SA-patch-CA (integrated survival analysis and cellular automata model) [26]. However, these models, based on a dynamic calibration of parameters, exhibited disappointing results when applied to predict the evolution of land cover itself [28]. In synthesis, although important efforts have been made in this direction, only a few CA models can express the long-term pixel-based evolution of land cover.

The analysis of long-term historical datasets provides preliminary evidence supporting land cover evolution [35]. Remote sensing time series play a key role in land cover dynamics research [36]. Because of its long-term historical archives (from 1972 to present), Landsat can provide basic data to analyze the temporal evolution of land cover [37,38]. In addition, the use of remote sensing time series to analyze land cover change has become an important area of research. A large number of land cover change models have been proposed such as the Landtrendr [39], the Continuous Monitoring of Forest
Disturbance Algorithm (CMFDA) [38], the Continuous Change Detection and Classification (CCDC) [40], and the Breaks for Additive Season and Trend (BFAST) monitor [41]. These models have been widely used in land cover change detection and in the extraction of information on land cover dynamics including trend, direction, amplitude, location, and time of land cover change. Nevertheless, these models have rarely been used to study land cover evolution. The BFAST-monitor algorithm introduces the CUSUM (reversed-ordered-cumulative sum) to extract a stable historical time series nearing the prediction period to simulate land cover seasonal change, gradual change, and abrupt change [41]. The BFAST-monitor can reflect the evolutionary pattern, the trend, and the extent of a specific land cover type better than other land cover change models. Therefore, using the BFAST-monitor algorithm to simulate remote sensing time series allows for simulating the evolution of land cover.

The aim of this study was to construct a temporal dimension extension cellular automaton (TDE-CA) by integrating the CA with the temporal evolution of land cover. This extension enables the TDE-CA to simulate not only the spatial self-organizing relationships, but also the evolution of land cover. The TDE-CA was constructed under the hypothesis that land cover change consists of both abrupt change and gradual change. Abrupt change, emphasizing spatial information, was simulated by the CA with two sets of land cover data. Gradual change, expressing the dynamical evolution of land cover, was simulated by the BFAST-monitor based on Landsat time series. The TDE-CA contains three sub-models: a temporal evolution simulation module, a CA-based spatial self-organizing simulation module, and a coupling module. The TDE-CA was then tested in the land cover simulation of the Shendong mining area during the period 2005–2015. Finally, the simulation results were compared with the simulation results of a null model, of the sub-models, of TDE-CA, as well as of the logistic-CA and MLP-CA.

2. Methodology

Land cover changes can be summarized as seasonal change, gradual change, and abrupt change [3]. Seasonal changes, having a significant cyclic pattern, are often regarded as the noise of land cover trend [37]. Gradual changes, with long-term (more than 5 years) slowly change trends, are driven by climate change, vegetation growth, land degradation, or other factors [37]. Abrupt changes mainly show the difference in the spatial configuration of land cover among two or more scenes of observation data, which generally make land-cover types converted within a short term (1–2 years) [38,42]. Thus, except for seasonal changes, overall land cover changes can be theoretically regarded as the synthesis of abrupt change and gradual change. Figure 1 shows the flow of land cover simulation using the TDE-CA. Three modules in the TDE-CA were designed. First, a temporal evolution simulation module (TESM) was designed to explain the evolution of land cover. Second, a CA-based spatial self-organization simulation module was applied to explain the correlation between the land cover changes and multiple driving factors. Finally, these two simulation results of the TESM and the CA-based spatial self-organization simulation module were integrated by a coupling module. In the following, we present a more detailed explanation of the TDE-CA.
2.1. The Temporal Evolution Simulation Module

Assuming that the climate changes and the interactions among various driving factors are stable. Land cover will evolve following the trends of the most recent period. Thus, it is reasonable for the TESM to simulate the dynamical evolution of land cover using the BFAST-monitor algorithm [41]. Then the dynamical characteristics of temporal evolution were converted to land cover types with SVMs (support vector machines) as the classifier.

2.1.1. The BFAST-Monitor

The BFAST-monitor algorithm introduces the CUSUM to extract a stable history period nearing the prediction period from the whole historical period [41]. The residual square sum (MO) was selected as the discriminant basis in the CUSUM for the structural mutation of time series. If the MO significantly deviates from 0 (p<0.05), the algorithm will return the starting time of the stable historical period; otherwise, it will continue to move the sliding window \( t = n, n-1, n-2, ..., 1 \) until the first observation of time series. Figure 2 shows examples for pixel-based simulation of land cover evolution using the BFAST-monitor algorithm.
Figure 2. The temporal evolutions of land cover types. $R^2$ is correlation coefficient, stdev is the standard deviation, $p$ is the significant level, the starting date 1 is the starting date of prediction period, the starting date 2 is the starting date of the stable period. Image in (h) is the false color composite (Bands 4, 3, and 2) synthetic SPOT image in 2015.

2.1.2. Classification

The dynamical characteristics of land cover evolution were converted to land cover types. Here, the SVM [43] was employed as the classifier for time series classification. The pseudo-invariant samples, selected by manual interpretation, were employed as the training samples in the SVM. Features play a key role in land cover classification. Thus, the phenological characteristics (including the start and end of growth-season, and duration) [44] and the Normalized Difference Vegetation Index (NDVI) time series in prediction year outputted from the BFAST-monitor [41] were extracted as classification features. In addition, the dynamic pattern and spatial cluster of time series were also considered as important attributes for vegetation classification [45]. Consequently, the change intensity, trend of the whole historical period, the fitting parameters, and the spatial cluster of fluctuation pattern in the stable historical period were also selected as classification features. Finally, the majority analysis was used to filter the salt and pepper classification noise, which often causes a fragmentation classification result [46].

2.2. The CA-Based Spatial Self-Organizing Simulation Module

Abrupt changes usually accompanied with a conversion of land cover type can be simulated by CA. Here, a constrained CA was used, which consisted of five elements: transition rules, neighborhood configuration, stochastic perturbation, constraints, and simulation time (time step). The transition rules are the core in CA models. The tree-based models, especially the RF generally, obtain more superior performance than statistical models in land cover simulation [25]. Thus, the RF was selected as transition rules in combination with CA.

However, the RF-CA still has many drawbacks. It is obvious that error accumulation exists in the RF-CA for using a series of static spatial variables to explain the occurrence-of-probability of land cover change over time [14]. Correcting the probability-of-occurrence using updated driving factors may be an effective way to improve the performance of the RF-CA. Moreover, land cover and land use were influenced by the life-cycle of resource exploitation. During the different life-cycle phases, land use intensity and land demand are different. Markov chains model, a typical model for calculating conversion area, fails to predict the land cover change area among different life-cycle phases [31]. Thus, a conversion area coefficient should be employed to limit the conversion counts of land cover.
2.2.1. The Traditional RF-CA

The RF-CA is developed to simulate land cover under given time steps (iterations). It generally can be implemented in three steps. Firstly, the probability-of-occurrence of each land cover is estimated based on the RF. Then the combined probabilities of each land cover are calculated through combining the probability-of-occurrence with the neighborhood configuration, the stochastic perturbation, and the constraints. Thirdly, a self-adaptive conversion rules is designed to drive land cover conversion. The probability-of-occurrence $P_{g\|i}$ of each pixel was adopted from [47]. Then the combined probabilities ($P_{g\|ij}^\prime$) of each land cover was represented as follows:

$$P_{g\|ij}^\prime = P_{g\|ij} \times \Omega_{g\|ij}^i \times R_{ij}^i \times Lim_{ij}$$

(1)

where $t$ is the iteration number, $\Omega_{g\|ij}^i$ is the neighborhood configuration with $N$ number of pixels in the Moore neighborhood window [1], $R_{ij}^i$ is the stochastic perturbation, which is determined by a random number ($\theta$) that ranges from 0 to 1, and by a control parameter ($\lambda$) that ranges from 1 to 10. $Lim_{ij}$ is the constraint, its value equal to 0 or 1. Specifically, we forbid the conversion of water, which means $Lim_{ij}$ will equal 0 if the target cell is water and will otherwise equal 1.

Whether the original land cover type converts to another land cover type is determined by a predefined threshold. The self-adaptive conversion rules can be expressed as follows:

$$\begin{align*}
TP_{ij}^g &= \begin{cases} 
T_{ij}^g > K_c, & \text{Conversion} \\
\text{Otherwise,} & \text{Non-conversion}
\end{cases} \\
TP_{ij}^g &= \max(P_{g\|ij}^\prime)
\end{align*}$$

(2)

(3)

where $TP_{ij}^g$ is the maximum value among $P_{g\|ij}^\prime$, $K_c$ is the predefined threshold which decreased with a special iterative decrease rate ($rate$), and the function max is a maximum value function.

2.2.2. Optimization of RF-CA

Under the driving of ever-changing factors, the probability-of-occurrence of each land cover types might change if the driven force is strong enough. We assumed that the probability-of-occurrence could be updated with a linear regression model if the updated driven factors were available. Least square regression was used to quantify the correlation between probability-of-occurrence and features. $P_{g\|ij}$ of the prediction phase was updated if the updated features existed, and the correlation between $P_{g\|ij}$ and features were significant (evaluation indicators including correlation coefficient $R^2$ and significance level $p$). The update function can be expressed as follows:

$$P_{g\|ij}^n = a \times \text{feature} + b$$

(4)

where $P_{g\|ij}^n$ means the updated probability-of-occurrence, which will replace $P_{g\|ij}$ in Equation (1) in calculating the combined probabilities; $a$ and $b$ represent the slope and the intercept, respectively, $\text{feature}$ is the driven factors. The regression parameters were evaluated, using the pseudo-invariant samples as fitting samples.

An area correction coefficient $r$ ($r \in [0.5, 1.5]$) was introduced to correct the land cover area during different life-cycle phases. If the life cycle of the prediction period was the same as the simulation period, all the elements of $r$ equal 1, and the conversion area of land cover would then be calculated by a Markov chains model; otherwise, at least one element never equals 1. The area correction formula is as follows:
where \(A_{\text{sum}}\) is the total area, \(M_{\text{sum}}\) is the area matrix outputted from Markov chains \([48]\), \(m\) is the number of land cover, and \(r\) is the area correction coefficient. \(r\) is determined according to mineral resource exploitation planning documents and land reclamation planning documents in which the life cycle of resource exploitation and the reclamation contents (including location, area, and land cover type) are planned.

Through incorporating the area control strategy, Equation (2) can be changed as follows:

\[
\begin{cases} 
TP_i^t > K_t \text{ and Area}_{\text{t},g} \leq A_{\text{sum},g}, \text{Conversion} \\
\text{Otherwise, Non-conversion}
\end{cases}
\]

(6)

where the \(\text{Area}_{i}\) is the total area of the land cover type with the max combined probabilities in \(t\)-th iteration.

2.3. Integrating Temporal Evolution Simulation Module with the Optimized RF-CA

Both gradual and abrupt changes were simulated by the TESM and the optimized RF-CA, respectively. However, these two simulation results suffered from different uncertainties and errors \([14]\). We sought a method to take full advantages of these two complementary simulation results for a comprehensive result, which is closer to the true land cover. EnKF (the ensemble Kalman filter) has been shown to be effective in coupling different results of land use change \([14]\). It can minimize the prediction uncertainties through assimilating the observation data into prediction results based on stochastic dynamic prediction theory. Usually, the EnKF model can be divided into two stages: a forecast phase and an analysis phase \([49]\). In the forecast phase, the forecast ensemble was randomly extracted from the results of a prediction model. Whereas in the analysis phase, the forecast ensemble was calibrated by the observation data ensemble, based on the minimum variance estimation method. Therefore, the EnKF was utilized to couple the two simulation results of land cover, using also the optimized RF-CA as the prediction model and the simulation results of the TESM as the observation data. The standard analysis formula of the EnKF is as follows:

\[
B^* = B + \bar{B}(\bar{B}^\top H^\top (HB\bar{B}^{\top} H^\top + Q)^{-1} (D - HB)
\]

(7)

where \(B^*\) is the analysis field state variables ensemble, and \(B\) is the forecast field state variables ensemble predicted by the optimized RF-CA, which was then disturbed by Gauss noise. \(B = (b_1, b_2, \ldots, b_{\text{Num}})\), \(\text{Num}\) means the size of the state variables ensemble, \(\bar{B} = B - \bar{B}, \bar{B}\) is the mean of state variables, \(Q\) is the observation error covariance, and \(H\) is the observation operator linking the forecasting field states and the observation states. \(D\) is the observation variables ensemble which is perturbed by Gauss noise.

A development intensity (DI) was employed to convert discrete states of land cover into continuous states \([14]\). The DI calculation formula is as follows:

\[
DI = \frac{\sum_{i=1}^{M} \text{Con}(i = \text{type})}{M}
\]

(8)

where \(M\) is the window size. After assimilation of the EnKF, the \(DI\) is converted into spatial cover type according to the integrated probability using the following formula:

\[
U = \sum w_i p_i
\]

(9)
where $U$ is the integration probability, $P_i$ is the land cover type conversion probability of the $i$-model, and $w_i$ is the weight coefficient; $w_i = J_i / \sum J_i$, in which $J_i$ is the simulation error of the $i$-th model.

Figure 3 illustrates the schematic diagram of the assimilation process in the TDE-CA. The period between 2010 and 2015 is an example to explain the coupling mechanism. A five-year period was divided into five annual recursive phrases. In each recursive phrase, the TESM used the BFAST-monitor to extract the stable historical period (the blue hollow dots in Figure 3) from the whole historical time series ranging from 2000 to 2010 (the green solid line in Figure 3); the time series data was then used to fit and predict the time series in recursive phrase; finally, the TESM simulation results were converted to the DI as the observation state ensemble for the EnKF. On the other hand, the optimized RF-CA were operated independently to simulate land cover based on an initial land cover data; its simulation results were converted to the DI as the prediction state ensemble for the EnKF. Finally, the assimilation results were entered to the CA as the input data for the next recursive phase. Recurse until the end of the whole assimilation process.

![Figure 3](image-url)  
**Figure 3.** The schematic diagram of the coupling module. Sparsely dotted arrows represent indirect input variables, solid arrows indicate directly input, and the medium dotted arrow is the timeline in the assimilation process.

2.4. Accuracy Assessment

The simulation results of the TDE-CA were respectively compared with a null model, with its sub-models (including the TESM and the optimized RF-CA), and with the traditional CA models (including the logistic-CA and the MLP-CA). Four strategies for model evaluation were selected to verify the effectiveness of the TDE-CA. Firstly, the grid cell level (AgreeGridcell), the agreement due to chance (AgreeChance), the agreement due to quantity (AgreeQuantity), the Kappa for no information (Kno), the Kappa for grid-cell level location (Klocation), and the traditional Kappa index of agreement (Kstandard) were selected as evaluation indicators to compare a null model with the TDE-CA [50]. Secondly, the user accuracy (UA), the producer accuracy (PA), the overall accuracy (OA), and the Kappa coefficient (Kappa) were used to compare the TDE-CA with its sub-models as well as with the traditional CA models in simulation accuracy [51]. Thirdly, partial enlargements of simulation results of the TDE-CA, the sub-models of TDE-CA, and the traditional CA models were compared with reference data to analyze the simulation performance in spatial distribution. Finally, five evaluation indicators related to the agreements and disagreements in location and quantity were selected to compare the TDE-CA with its sub-models, as well as with the traditional CA models. These five indicators included the disagreement due to quantity (DisagreeQuantity), the disagreement due to location at the grid cell level (DisagreeGridcell), AgreeGridcell, AgreeChance, and AgreeQuantity [52].
3. Study Area and Data Processing

3.1. Study Area

The Shendong coal mining area is one of the largest typical underground mining areas in China. It is in the contiguous area of the Shaanxi province and the Inner Mongolia, a typical ecologically fragile area. This area has a semi-arid climate; the perennial mean temperature, the average yearly precipitation, and the average annual evaporation are about 8.6 °C, 380 mm, and 2113 mm, respectively. Furthermore, the vegetation cover is sparse compared with mesic regions. On the other hand, due to the pressure of high-intensity mining and of other human activities, the landscape fragmentation of land cover is high, and land cover in this region changes frequently [45]. In this study, a 689 × 590-pixel area with 30 m spatial resolution per pixel was selected as the experiment area (Figure 4). This study site contains multiple minefields (such as the Majiata, Bulianta, Shangwan, Daliuta, Huojitu, and Zhugaita) and reserved lands, i.e., land acquired by coal enterprises in accordance with the law for early development or storage for future supply. The coordinates of the experimental site are from 39°13′57″ N to 39°21′32″ N, and from 110°12′33″ E to 110°22′52″ E. According to the field investigation of land cover types from 22 July to 27 July 2017 (illustrated by the black triangles in Figure 4), land cover includes mining pit, waste occupancy place, building, road, water, forest, desert forest, mixed forests, shrub, grassland, desert grassland, desert, cultivated land, and other types. Similar land cover was then incorporated to simplify the land cover categories. The mining pit, the waste occupancy place, buildings, and roads were merged into one land cover type named “developed land”; the forest, the desert forest, and the mixed forests collectively were referred to as “woodland”; both grassland and desert grassland were incorporated into the label “grassland”. Therefore, the following seven types of land cover were used in this paper: woodland, shrub, grassland, desert, farmland, water, and developed land.

![Figure 4. Location of the study area in the Shendong mining area. The NDVI was calculated using Landsat imagery (30 July 2017). The black triangle shows the location of field investigation samples.](image)

3.2. Data and Its Preprocessing

3.2.1. Remote Sensing Data for the Temporal Evolution Simulation Module

A total of 277 Level-1 Landsat images covering the period from 2000 to 2010 (Figure 5) were downloaded from the USGS (the U.S. Geological Survey) EROS (Earth Resources Observation and Science) Center to simulate the gradual change of land cover based on BFAST-monitor. The Level-1 Landsat images include TM and ETM+ products (WRS-2 path/row: 127/33). The LEDAPS (Landsat ecosystem disturbance adaptive processing system) was used to generate the surface reflectance products of TM and ETM+. Cloud, cloud shadow, and snow were masked from the Landsat images using the Fmask (function of mask) algorithm. In addition, Landsat L1T level images reached sub-pixel levels, indicating that Landsat does not need further geometric corrections [53]. However, to construct a 16-day-interval, high spatial resolution image time series, the STARFM (spatial and temporal adaptive reflectance fusion model) [54] and ESTARFM (the enhanced STARFM) [55] were
utilized to generate Landsat-like images using the MCD43A4 as the coarse image (H/V:26/05, downloaded from https://ladsweb.modaps.eosdis.nasa.gov/). The NDVI was calculated to characterize the state of land cover dynamics. The self-adaptive Savitzky-Golay (S-G) filter [56] was then applied to reduce the noise of 30 m NDVI time series within a 16-day interval.

![Figure 5. All available Landsat images from 2000 to 2010. (a) Day of year distribution, and (b) the quantity statistics of Landsat images for each year.](image)

To improve the reliability of the samples for time series classification, the SPOT images of 13 October 2004 and of 30 September 2011 were used as reference data to select pseudo-invariant samples as training samples. In addition, the embedded SPOT images with 1 scene on 21 September 2015 and two scenes on 5 October 2015 were selected as the reference data for cross-validation samples. All SPOT images were processed with orthorectification, layer stacking, merging, relative registration, and fusion. Table 1 shows the number of pseudo-invariant samples and cross-validation samples.

<table>
<thead>
<tr>
<th>Type</th>
<th>Woodland</th>
<th>Shrub</th>
<th>Grassland</th>
<th>Desert</th>
<th>Farmland</th>
<th>Developed land</th>
<th>Water</th>
</tr>
</thead>
<tbody>
<tr>
<td>pseudo-invariant samples</td>
<td>249</td>
<td>540</td>
<td>336</td>
<td>198</td>
<td>294</td>
<td>300</td>
<td>300</td>
</tr>
<tr>
<td>cross-validation samples</td>
<td>2811</td>
<td>6172</td>
<td>3649</td>
<td>1075</td>
<td>1079</td>
<td>17102</td>
<td>1925</td>
</tr>
</tbody>
</table>

3.2.2. Driving Factors for the CA-Based Spatial Self-Organizing Simulation Module

Considering the disturbance characteristics and the data availability of the Shendong coal mining area, the driving factors were divided into four major types: mining disturbance factors (MDF), surface habitat factors (SHF), artificial factors of land use (AFLU), and climatic factors (CF). The influence of the climatic factors is not only weak in terms of spatial variation but also already represented by the evolution of land cover itself. For these reasons, the climatic factors were excluded from the index system. A total of 20 driving factors were selected as feature variables to calculate the probability of occurrence. All factors derived from the original datasets are listed in Table 2; they were normalized in the range [0,1], and resampled to a 30 × 30 m² spatial resolution.
Table 2. Driving factors for the calculation of probability-of-occurrence.

<table>
<thead>
<tr>
<th>Category</th>
<th>Factor</th>
<th>Data sources</th>
</tr>
</thead>
<tbody>
<tr>
<td>MD</td>
<td>Width-depth ratio</td>
<td>Extracted by distance analysis module in ArcGIS® according to contradistinguish map of mine well</td>
</tr>
<tr>
<td></td>
<td>Depth-thickness ratio</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Underground gob distribution</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Distance from exploit place</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Distance from goaf</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Distribution of groundwater</td>
<td></td>
</tr>
<tr>
<td>LSH</td>
<td>Distance from the river</td>
<td>Extracted by distance analysis module in ArcGIS® based on distribution map of river system</td>
</tr>
<tr>
<td></td>
<td>Wetness</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Brightness</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Greenness</td>
<td>Extracted from Landsat image with tasseled cap transformation [57]</td>
</tr>
<tr>
<td></td>
<td>Elevation</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Slope</td>
<td>Calculated from DEM using ArcGIS®</td>
</tr>
<tr>
<td>AFLU</td>
<td>Excavation and occupation area</td>
<td>Extracted from contradistinguish map of mine well</td>
</tr>
<tr>
<td></td>
<td>Resource processing factory distance</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Industrial square distance</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Reclamation area</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Main road distance</td>
<td>Calculated using distance analysis in ArcGIS® based on vector features layer</td>
</tr>
<tr>
<td></td>
<td>Railway distance</td>
<td>drawn by hand with the Google maps as reference map</td>
</tr>
<tr>
<td></td>
<td>Secondary road distance</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Town center distance</td>
<td></td>
</tr>
</tbody>
</table>

4. Results

4.1. Model Initialization and Parameter Setting

The TDE-CA was tested in the Shendong mining area, setting the year 2015 as the forecast year, and taking land cover sets in 2005 and 2010 as historical reference data for the optimized RF-CA. These two historical reference data were extracted from Landsat images. The classification accuracy of the OA and Kappa were 92.60% and 0.9103 in 2005, respectively, and 88.91% and 0.8628 in 2010, respectively. For the TESM, the NDVI time series with a 30 m spatial resolution and 16-day interval from 2000 to 2010 was set as the historical time series in BFAST-monitor to simulate the evolution of land cover. The parameters used in the TDE-CA are shown in Table 3. The determination of these parameters is partly based on the combination of pre-estimation and post-calibration.

Table 3. Parameters used in the TDE-CA which were organized by different modules.

<table>
<thead>
<tr>
<th>Module</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>TESM</td>
<td>-Starting date of prediction period = 2011.01;</td>
</tr>
<tr>
<td></td>
<td>-Pseudo-samples.</td>
</tr>
<tr>
<td></td>
<td>-Transformation rule: random forest (RF);</td>
</tr>
<tr>
<td></td>
<td>-Neighborhood windows: 3×3;</td>
</tr>
<tr>
<td></td>
<td>-Random variable control parameter: ( \lambda = 5 );</td>
</tr>
<tr>
<td></td>
<td>-Threshold value: ( K = 0.75 );</td>
</tr>
<tr>
<td></td>
<td>-Iterative decrease rate: ( rate = 0.0008 );</td>
</tr>
<tr>
<td></td>
<td>-Number of iterations = 100 times/year;</td>
</tr>
<tr>
<td></td>
<td>-Probability update condition: ( R^2 \geq 0.6 ) and ( p \leq 0.05 );</td>
</tr>
<tr>
<td></td>
<td>-Area control coefficient ( r = [1.01, 1.03, 1.05, 0.5, 0.7, 1.07, 1] )</td>
</tr>
<tr>
<td>CA Module</td>
<td>-Time interval of assimilation = 1 year;</td>
</tr>
<tr>
<td></td>
<td>-Observation operator: ( H = 1 \times 1 );</td>
</tr>
<tr>
<td></td>
<td>-Window size: ( W = 30 \times 30 );</td>
</tr>
<tr>
<td></td>
<td>-The size of state variables ensemble: ( Num = 50 ).</td>
</tr>
<tr>
<td>CM</td>
<td></td>
</tr>
</tbody>
</table>
4.2. Comparison of the TDE-CA and a Null Model

A strong agreement between a predicted map and a reference map does not necessarily demonstrate the good performance of a model; however, the higher agreement of a model compared with a null model is the necessary condition for a valid model [52]. A null model is the scientist’s best prediction according to the historical land cover, without using a simulation model. This paper compared the simulation results of the TDE-CA in 2015 with a null model, where the null model takes the land cover in 2010 as its prediction results. Table 4 shows the evaluation indicators in terms of change, quantity, location, and accuracy at grid cell level calculated by using the IDRISI® (J. Ronald Eastman, Clark Labs, Clark University, Worcester, Massachusetts, USA). The results indicate that the AgreeChance, AgreeQuantity, and AgreeGridcell of the TDE-CA were higher than the null model. This shows that the TDE-CA is better than the null model in simulating change, quantity, and location of land cover. In addition, Kno, Klocation, and Kstandard also provided favorable evidence for the effectiveness of the TDE-CA. These three accuracy indicators exhibited similar values to earlier results, with Kno ranging from 0.63 to 0.77, Klocation ranging from 0.69 to 0.80, and Kstandard ranging from 0.74 to 0.92 [58]. Additionally, as concluded by Koomen (2008), LUCC simulation models are more accurate than their corresponding null model at pixel resolution. The LUCC model must be more accurate than its null model also at the coarsest resolution [51]. Therefore, the TDE-CA can be a valid model for land cover simulation both at pixel and coarse resolution levels.

<table>
<thead>
<tr>
<th></th>
<th>AgreeChance</th>
<th>AgreeQuantity</th>
<th>AgreeGridcell</th>
<th>Kno</th>
<th>Klocation</th>
<th>Kstandard</th>
</tr>
</thead>
<tbody>
<tr>
<td>Null Model</td>
<td>0.1429</td>
<td>0.0981</td>
<td>0.4172</td>
<td>0.6012</td>
<td>0.7171</td>
<td>0.5497</td>
</tr>
<tr>
<td>TDE-CA</td>
<td>0.1604</td>
<td>0.1095</td>
<td>0.5315</td>
<td>0.7648</td>
<td>0.7897</td>
<td>0.7161</td>
</tr>
</tbody>
</table>

*Derived from methods in [52]. Derived from methods in [50]

4.3. Comparison of the TDE-CA and its Sub-Models

4.3.1. Comparison of the TDE-CA and its Sub-Models in Accuracy

The TDE-CA can effectively improve the performances of land cover simulation by simultaneously simulating spatial-led abrupt change and temporal-led gradual change [59]. Table 5 shows the results of simulation accuracy of the TDE-CA and its sub-models. Compared to its sub-models, the TDE-CA achieved the highest accuracy in both OA and Kappa, with a respective increase of 17.84% and 21.67% when compared with the TESM, and of 4.48% and 5.12% when compared with the optimized RF-CA. When compared with the optimized RF-CA, the TDE-CA achieved the highest UAs in the land types with vegetation cover including woodland, shrub, grassland, and farmland, and the worst UAs in the land types with non-vegetation cover including desert, developed land, and water. Such results indicate that, by integrating the evolution of land cover (simulated by TESM) with the intrinsically spatial evolution (simulated by optimized RF-CA), UAs can be an effective strategy to improve the simulation accuracy of vegetation coverage area. It is also a desirable solution for the simulation of a complex system by coupling multi-processes or multi-models [1,15,32].
Table 5. The accuracies comparison of the TDE-CA and its sub-models.

<table>
<thead>
<tr>
<th></th>
<th>TESM</th>
<th>Optimized RF-CA</th>
<th>TDE-CA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>UA (%)</td>
<td>PA (%)</td>
<td>UA (%)</td>
</tr>
<tr>
<td>woodland</td>
<td>64.17</td>
<td>64.67</td>
<td>54.55</td>
</tr>
<tr>
<td>shrub</td>
<td>46.39</td>
<td>44.60</td>
<td>59.25</td>
</tr>
<tr>
<td>grassland</td>
<td>18.95</td>
<td>25.46</td>
<td>57.45</td>
</tr>
<tr>
<td>desert</td>
<td>62.91</td>
<td>65.25</td>
<td>70.89</td>
</tr>
<tr>
<td>farmland</td>
<td>33.61</td>
<td>96.65</td>
<td>56.52</td>
</tr>
<tr>
<td>developed land</td>
<td>94.99</td>
<td>70.90</td>
<td>98.16</td>
</tr>
<tr>
<td>water</td>
<td>57.81</td>
<td>95.12</td>
<td>93.01</td>
</tr>
<tr>
<td>OA (%)</td>
<td>62.70</td>
<td>75.36</td>
<td>79.84</td>
</tr>
<tr>
<td>Kappa</td>
<td>0.4994</td>
<td>0.6649</td>
<td>0.7161</td>
</tr>
</tbody>
</table>

4.3.2. Comparison of the TDE-CA and Sub-Models in Spatial Pattern

Figure 6 shows the spatial distribution of land cover in 2015 simulated by the TDE-CA, and the sub-models of the TDE-CA. To display more details of the simulation results, three partial enlargements were used to compare the simulation results with the actual land cover. These three partial enlargements of the actual land cover were generated by visually interpreting the SPOT images in 2015. The results indicate that the TDE-CA not only inherit the spatial detail information from the TESM, but also inherit the plaque aggregation from the optimized RF-CA. Additionally, the TDE-CA is more consistent with the actual land cover than its sub-models (the first enlargements in Figure 6), which is especially obvious when compared with the optimized RF-CA (the second and third enlargements in Figure 6). Compared with the actual land cover, the simulation results of the TDE-CA and the optimized RF-CA are more aggregated, while the simulation results of the TESM are more fragmented. This aggregation in space of the cell-based CA could be attributed to the neighborhood configuration which only stress the edge-expansion growth of land cover, yet overlook the stochastic growth.

Figure 6. The spatial distribution and partial enlargements of land cover. (a), (b), and (c) respectively present the land cover simulation of the TDE-CA, the TESM, and the optimized RF-CA.
4.3.3. Comparison of the TDE-CA and Sub-Models in Agreements and Disagreements

The comparison of the simulation accuracy and the spatial pattern between the TDE-CA and its sub-models demonstrate that integrating the TESM with CA can theoretically expand CA from instantaneous to continuous simulation and can simultaneously improve the simulation performance. However, criticisms of the error matrix (a specific table layout that allows visualization of the performance of an algorithm) and the qualitative analysis include that they do not quantitively account for the spatial agreements and disagreements on one hand and that they fail to account for random agreements on the other. Hence, the error budget method was used to perform an additional evaluation taking the DisagreeQuantity, DisagreeGridcell, AgreeGridcell, AgreeChance, and AgreeQuantity as the evaluation indicators.

Figure 7 shows that the DisagreeQuantity of the TDE-CA was lower than for the TESM and for the optimized RF-CA. Conversely, the AgreeGridCell and the AgreeQuantity of the TDE-CA were higher. These results demonstrate the higher quantity and location accuracy of the TDE-CA compared to its sub-models, which is due to the extension of the CA with the temporal evolution of land cover. Moreover, by simultaneously considering the spatial and temporal processes, the TDE-CA tends to achieve more robust and accurate results for land use and land cover simulation [59]. Although the improvements of the agreement in quantity and location have been proved, the DisagreeGridcell of the TDE-CA showed almost no improvement compared with the TESM, and was even lower than for the optimized RF-CA. This result can be attributed to the high spatial heterogeneity of the landscape in the study area, and to the extent of change of the cell states. Under the pressure of high-intensity mining and of other human activities, the land cover rapidly changed from one type to another. As a result, it is difficult for the TESM to capture the high location agreement and the change agreements during the predicted period. Hence, a fine spatial resolution and nonlinear models are desirable to improve the performance of the TESM simulation [18,60].

![Figure 7. The comparison of the TDE-CA and its sub-models in agreement and disagreement.](image)

4.4. Comparison of the TDE-CA and Other Simulation Models

4.4.1. Comparison of the TDE-CA and Other Models in Accuracy

The logistic-CA [22] and the MLP-CA [23] were also run to make a comparison with the TDE-CA; the training data and the driving factors were the same as for the optimized RF-CA. Table 6 displays the simulation accuracy of each model. Compared to traditional CA models, the TDE-CA
achieved the highest accuracy in both OA and Kappa with a respective increase of 8.41% and 0.0985, when compared with the logistic-CA, and of 8.28% and 0.0961 when compared with the MLP-CA. Although the TDE-CA significantly improved compared to both the logistic-CA and the MLP-CA, the OA and Kappa still did not reach the desired level for application [48]. One of the reasons for this result might be the substantial and disordered land cover change in the mining area, which was directly or indirectly affected by underground mining, surface habitat, land exploitation and utilization, and climate change [61]. Previous studies have shown that the rates of land cover change in the mining area can vary even over a short time period [45]. As a result, multiple time periods should be considered when predicting future land cover in those areas that are under high-intensity development [14]. Existing mature, two-period-based simulation models, like the logistic-CA and the MLP-CA, which already proved to have a high performance in land cover simulation [22,23], failed to have a perfect performance in this study area. On the other hand, previous studies proved that the introduction of information on multiple time periods avoids the error accumulation, by calibrating the parameters in the model [14].

When compared with both the logistic-CA and the MLP-CA, the TDE-CA achieved the highest UAs in the land types with vegetation cover including woodland, shrub, grassland, and farmland, and the worst PAs in these same land types except for farmland. On the contrary, the non-vegetation cover types of TDE-CA gained the highest PAs. The lower PAs of the TDE-CA in vegetation cover types, compared to other models, might be attributed to the potential errors generated by the TEMS module, which assumes an evolution of land cover at current trends, according to a stable historical time series [41]. This hypothesis led to the evolution of a vegetation type with indirect disturbance into a non-vegetation type. On the other hand, the growth and succession of vegetation in real life is a slow process, especially in arid and semi-arid ecologically fragile areas. Contrary to the evolution of vegetation, the non-vegetation types with a weak or even no evolution trend did not change the results in the model simulation [52]. As a result, the area of vegetation type may be underestimated, while the non-vegetation type may be overestimated. One of the possible solutions to this problem is to use long-term and fine spatial resolution time series to simulate the temporal evolution, so that potential errors may be effectively controlled [62]. Another possible solution is to use a depth learn framework to learning the feedback mechanisms between the temporal evolution and the driving factors [18,60].

### Table 6. Comparison of the TDE-CA and other models in simulation accuracy.

<table>
<thead>
<tr>
<th></th>
<th>Logistic-CA</th>
<th>MLP-CA</th>
<th>TDE-CA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>UA(%)</td>
<td>PA(%)</td>
<td>UA(%)</td>
</tr>
<tr>
<td>woodland</td>
<td>55.15</td>
<td>81.15</td>
<td>52.42</td>
</tr>
<tr>
<td>shrub</td>
<td>58.88</td>
<td>88.22</td>
<td>59.2</td>
</tr>
<tr>
<td>grassland</td>
<td>54.56</td>
<td>61.47</td>
<td>56.28</td>
</tr>
<tr>
<td>desert</td>
<td>63.61</td>
<td>70.88</td>
<td>48.85</td>
</tr>
<tr>
<td>farmland</td>
<td>41.86</td>
<td>63.11</td>
<td>45.96</td>
</tr>
<tr>
<td>developed land</td>
<td>96.7</td>
<td>65.71</td>
<td>97.57</td>
</tr>
<tr>
<td>water</td>
<td>80.25</td>
<td>78.08</td>
<td>83.33</td>
</tr>
<tr>
<td>OA (%)</td>
<td>71.43</td>
<td>71.56</td>
<td>79.84</td>
</tr>
<tr>
<td>Kappa</td>
<td>0.6176</td>
<td>0.6198</td>
<td>0.7161</td>
</tr>
</tbody>
</table>

#### 4.4.2. Comparison of the TDE-CA and Other Models in Spatial Pattern

Figure 8 shows the simulation results of the logistic-CA, the MLP-CA, and the TDE-CA, as well as its three partial enlargements and the actual land cover pattern. From a global perspective (Figures 8a-c), the TDE-CA is effective in simulating both edge-expansion growth and outlying stochastic growth, but the cell-based logistic-CA and MLP-CA can just simulate edge-expansion growth. These comparison results indicate that a pixel-based land cover evolution module in CA can increase the possibility of stochastic growth for land cover. More detailed information in the three partial enlargements also confirm the above indication (the first and second enlargements in Figure 8). The simulation result of the TDE-CA is more consistent with the actual land cover than the logistic-CA and the MLP-CA, which is especially obvious in developed land and farmland. Additionally, the
TDE-CA, the logistic-CA, and the MLP-CA failed to simulate the spatial distribution of linear land cover types (the third enlargements in Figure 8), which suggest that additional improvements should be considered. Meetemeyer (2013) proposed a multilevel modeling framework by combining the field-based and the object-based presentations of the land cover change, which overall considers the size, shape, and structure of land spatial evolution, potentially solving the linear expansion problem [63].

Figure 8. The spatial distribution of land cover of different CA models. (a), (b), and (c) respectively present simulation results of the logistic-CA, the MLP-CA, and the TDE-CA.

4.4.3. Comparison of the TDE-CA and Other Models in Agreements and Disagreements

In this section, we present the results of the analysis of agreement and disagreement in quantity and location of the simulation results for 2015, by using the error budget method. As shown in Figure 9, the quantitative consistency of the TDE-CA was significantly enhanced in comparison with the other models, with a reduction of nearly 10% in the DisagreeQuantity, and an increase in AgreeGridcell of 3.78% and 3.71% when compared with the logistic-CA and the MLP-CA. Compared with the traditional CA, which only emphasizes the process of spatial self-organization, the addition of the land cover evolution process can effectively improve the quantitative consistency of land cover simulation. This conclusion also illustrates the superiority of coupling multiple process models [58]. If we compare the location agreement and disagreement of the TDE-CA with the logistic-CA and the MLP-CA, we can see that the AgreeGridcell of the TDE-CA increased by 4.69% and 4.49%, respectively. However, the DisagreeGridcell of the TDE-CA obtained a lower result than for the two traditional CA models; this indicates that the TDE-CA should be further fixed by rearranging the predicted pixel in space [52].
5. Discussion

5.1. Parameter Sensitivity Analysis

Although fully considering the process characteristics of land cover change, the TDE-CA simulation results are still affected by multiple parameters, including the neighborhood configuration and the number of iterations. The neighborhood configuration reflects the spatial disturbance intensity and the radiation range, while the number of iterations in the RF-CA directly affects the local spatial competition intensity. Thus, to explore the influence of neighborhood on model accuracy and to reduce the uncertainty of the model, the simulation accuracy (including OA and Kappa) of the RF-CA with different Moore neighborhood windows (3 × 3, 5 × 5, 7 × 7, and 9 × 9) was analyzed. The results show that both the OA and Kappa decrease with the increase of the neighborhood windows (Table 7). A 3 × 3 Moore neighborhood window appears to be the most suitable window size for the RF-CA in the Shengdong mining area. Relatively few iterations lead to insufficient land cover space interactions, while a disproportionate amount of iterations are prone to excessive expansion or contraction in the simulation [11]. Table 7 shows the OA and Kappa of the RF-CA declined with increasing iterations.

Table 7. The simulation accuracy of different neighborhood windows and a different number of iterations.

<table>
<thead>
<tr>
<th>Neighborhood Window Size</th>
<th>Number of Iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>50</td>
</tr>
<tr>
<td>3 × 3</td>
<td>69.64</td>
</tr>
<tr>
<td>5 × 5</td>
<td>66.63</td>
</tr>
<tr>
<td>7 × 7</td>
<td>63.93</td>
</tr>
<tr>
<td>9 × 9</td>
<td>61.53</td>
</tr>
</tbody>
</table>

In addition, to verify the effectiveness of the optimizations in the RF-CA, the OA, and the Kappa of the RF-CA and of the optimized RF-CA were tested with (or without) a feature update and with (or without) the area control. The comparative results show that the introduction of the feature update and of the area control further improved the precision of the RF-CA simulation (Table 8). The OA and the Kappa were, respectively, 5.72% and 0.0678 higher than the RF-CA. These results indicate that the feature update and the area control can provide an opportunity to improve the accuracy of results of the traditional CA.
Table 8. The accuracy of the corrections with or without a feature update and area control.

<table>
<thead>
<tr>
<th></th>
<th>Feature Update</th>
<th>Non-Feature Update</th>
<th>Area Control</th>
<th>Non-Area Control</th>
<th>RF-CA</th>
<th>Optimized RF-CA</th>
</tr>
</thead>
<tbody>
<tr>
<td>OA (%)</td>
<td>69.64</td>
<td>71.49</td>
<td>72.37</td>
<td>67.60</td>
<td>69.64</td>
<td>75.36</td>
</tr>
<tr>
<td>Kappa</td>
<td>0.5971</td>
<td>0.6119</td>
<td>0.6267</td>
<td>0.5783</td>
<td>0.5971</td>
<td>0.6649</td>
</tr>
</tbody>
</table>

5.2. Advantages and Adaptability of the TDE-CA

Land cover simulation models are required to fulfill two main needs. The first one is to explain complex land cover changes, including both gradual and abrupt change under the action of multiple driving factors. The second is to quantify the correlation between the driving factors and land cover change with unknown driving mechanisms. These requirements make the usage of a traditional model to simulate land cover with high-precision rather difficult. Fortunately, the detailed characterization of land cover change has become possible due to the development of earth observation technology, the accumulation of remote sensing data, and the free opening of remote sensing history archives [55]. Thus, the TDE-CA was proposed based on the temporal dimension extension. Results demonstrate that the integration of gradual land cover change into the CA can effectively extend the spatial-temporal scale from instantaneous to continuous simulation and can simultaneously improve simulation precision. Further improvements were implemented to improve the consistency of the single process simulation with land cover change. In relation to the dynamic process simulation, the BFAST-monitor was chosen to detect a stable history period to replace the all of the historical data in the fitting time series. The BFAST-monitor achieved a high score in the fitness tests for each land cover type; thus, it can effectively avoid the fitting deviation in multiple change patterns based on stable history periods [37,41]. In relation to the spatial abrupt change, the RF-CA proved to have a high robustness and anti-overfitting in land cover simulation with unknown driving mechanisms [17,25]. As a result, the TDE-CA can simulate not only the spatial self-organizing process of land cover but also the long-term weak change of land cover caused by land degradation, desertification, afforestation, or other indirect effects of human activities.

5.3. Limitations and Future Work

Although the TDE-CA and some of its parameters have been validated and analyzed, it is worth mentioning that the application of the TDE-CA still has some limitations. Affected by sensor technology and cloud pollution, the long-term NDVI time series with dual high resolution (i.e., high time resolution and high spatial resolution) is scarce [55]. This paper blends 75 scene images in the Landsat time series for the period from 2000 to 2010, using spatiotemporal fusion algorithms (including the STARFM [54] and the ESTARFM [55]). In more detail, 50 scenes were fused with the STARFM, and 19 scenes were fused with the ESTARFM, while 6 scenes could not be generated by neither the STARFM nor the ESTARFM. Nevertheless, the noise information in the fusion image increased the uncertainty of the TESM. Supplementary research should seek to improve the spatiotemporal fusion algorithm or develop a new one. Moreover, the image time series construction method with multi-platform and multi-data sources should be investigated to reduce the uncertainty of the data [64]. The limitation of the model related to spatial abrupt change emerged from the consideration of two aspects. The first is the facility to generate error accumulation from change detection based on the classification of remote sensing [14]. The second aspect is the difficulty for the traditional pixel-based CA (generally edge-expansion) to simulate an edge-expansion growth [16,65]. Promising strategies to solve these problems in the traditional pixel-based CA include extracting the changed land cover using multispectral change detection instead of performing a post-classification comparison [14,26], and expressing the cell unit with an object-based unit instead of a pixel-based cell unit in cellular automata [16,21]. Even though model coupling can effectively improve the precision of land cover simulation, there are still high uncertainties in the development strength and in category mapping. Those uncertainties are also a potential block for the high robustness of simulation models [65]. In relation to the application, even if the TDE-CA achieved a good accuracy, its suitability for other simulation systems would need further verification and analysis. Finally, it is
clear that the increase in the embedding of both process and module, if compared to the traditional CA, implies the increase in the uncertainty of the model, as shown by the exponential increase of parameters of the TDE-CA parameters if compared with both the logistic-CA and the MLP-CA.

6. Conclusions

CA models, based on the comparison of the sets at the beginning and at the end of the training period, are inappropriate for depicting the dynamic process of land cover. In fact, CA models fail to explain the long-term evolution of land cover, as well as to accurately predict land cover. To solve this problem, this study proposed the TDE-CA by integrating the temporal evolution of land cover with the intrinsically spatial evolution of CA, based on assimilation theory. The TDE-CA was applied to investigate the case of the Shengdong mining area. The simulation results of the TDE-CA were compared with the simulation results of a null model, of the sub-models of the TDE-CA, and of other traditional CA models including the logistic-CA and the MLP-CA. Results show that the integration of the temporal evolution of land cover with CA can extend the spatial-temporal scale of the CA model from instantaneous to continuous simulation. This in turn provides a feasible method for long-term land cover simulation. The comparison of the TDE-CA with its sub-models and with other traditional CA models shows that the TDE-CA is superior to its sub-models and to the traditional CA models in terms of both simulation accuracy and quantity allocation. However, some potential limitations are worth noting. Although the proposed TDE-CA was shown to be effective to improve quantitative accuracy compared with other traditional CA models, the disagreement due to the location at grid cell level is still high. This aspect could be fixed in the future by rearranging the predicted pixels in space. Moreover, the TDE-CA was tested only with a stable historical time series; further simulation with the longer series of data should be performed to test the performance of this model.
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