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Abstract: How can the in-flight spectral response functions of a series of decades-old broad band radiometers in Space be retrieved post-flight? This question is the key to developing Climate Data Records from the Meteosat Visible and Infrared Imager on board the Meteosat First Generation (MFG) of geostationary satellites, which acquired Earth radiance images in the Visible (VIS) broad band from 1977 to 2017. This article presents a new metrologically sound method for retrieving the VIS spectral response from matchups of pseudo-invariant calibration site (PICS) pixels with datasets of simulated top-of-atmosphere spectral radiance used as reference. Calibration sites include bright desert, open ocean and deep convective cloud targets. The absolute instrument spectral response function is decomposed into generalised Bernstein basis polynomials and a degradation function that is based on plain physical considerations and able to represent typical chromatic ageing characteristics. Retrieval uncertainties are specified in terms of an error covariance matrix, which is projected from model parameter space into the spectral response function domain and range. The retrieval method considers target type-specific biases due to errors in, e.g., the selection of PICS target pixels and the spectral radiance simulation explicitly. It has been tested with artificial and well-comprehended observational data from the Spinning Enhanced Visible and Infrared Imager on-board Meteosat Second Generation and has retrieved meaningful results for all MFG satellites apart from Meteosat-1, which was not available for analysis.
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1. Introduction

The Meteosat Visible and Infrared Imager (MVIRI) on board the Meteosat First Generation (MFG) of geostationary satellites scanned Earth radiance every 30 min in a 0.4 μm to 1.1 μm broad band, referred to as the Visible (VIS). Succeeding the Meteosat-1 prototype (1977–1979), the Meteosat 2–7 satellites (1981–2017) acquired full Earth disc images with an on-ground resolution of 2.5 km at the sub-satellite point, while operating from geostationary orbits at longitudinal positions of 0° and 58°E to 63°E for the Prime and Indian Ocean Data Coverage (IODC) services, respectively (see Figure 1).
Originally intended to provide the meteorological community with information on atmospheric circulation and weather, the rapid cycle of Meteosat VIS observations facilitates the respective separation of surface reflectance and atmospheric scattering contributions, making VIS images pre-eminently suited to create a Climate Data Record (CDR) of Surface Albedo and Aerosol Optical Depth [3–5]. The prerequisite for any CDR usually is a Fundamental Climate Data Record (FCDR) of Earth radiance (or equivalent) with accurate and traceable quantification of uncertainty per datum [6]. The missing clue to create such an FCDR from MVIRI images is adequate knowledge of the in-flight VIS spectral response function of each MFG satellite, which is not available because the VIS spectral response functions were characterised inaccurately before launch [7] and degraded continuously in Space in an unknown manner [8], a problem that has been investigated [9–11] but not been solved.

While the forward problem—of calculating a satellite measurement from a given instrument spectral response function and a given top-of-atmosphere (TOA) spectral radiance—has a unique solution, the inverse problem—of inferring the instrument spectral response function from a given set of satellite measurements and TOA spectral radiance—has multiple solutions (maybe an infinite number). For that reason, any available prior information on forward model parameters needs to be made explicit, and measurement (and modelling) uncertainties need to be represented carefully.

Let $t$ denote the time passed since launch of a satellite, let $L(\lambda)$ denote the TOA spectral radiance reflected from a target on Earth’s surface, and let $C_E(t)$ denote the corresponding digital count number taken by the satellite’s radiometer. Ideally, both quantities are related by the measurement model

$$C_E(t) = \int \psi(t, \lambda) L(\lambda) \, d\lambda,$$

where $C_S(t)$ is the instrument digital count number taken from dark Space, and $\psi(t, \lambda)$ denotes the absolute in-flight spectral response function of the radiometer. The radiometer measures the average TOA spectral radiance

$$L_E = \frac{C_E(t) - C_S(t)}{g(t)},$$

where the area under the absolute spectral response curve defines the instrument gain factor

$$g(t) = \int \psi(t, \lambda) \, d\lambda.$$

Under idealized conditions when the target, its illumination, and the atmosphere above do not change, the measured average TOA spectral radiance $L_E$ does not change either, even if the in-flight sensitivity of the instrument is not constant over time. If the in-flight spectral response is degrading over time, its generic functional form is

$$\psi(t, \lambda) = D(t, \lambda) \psi(0, \lambda),$$
where \(D(t, \lambda)\) such that \(0 \leq D(t, \lambda) \leq 1\) is the degradation function and \(\psi(0, \lambda)\) denotes the absolute spectral response function before launch of the satellite. When the degradation of the instrument is not monitored and the data on its spectral response function is not adjusted to the degrading instrument performance, Equation (2) will delude the observer into believing that Earth radiance is changing over time in an obscure way, and eventually into believing that trends in Earth’s essential climate variables are weaker or stronger than they actually are.

Instrument degradation that is independent of spectral wavelength is termed grey, whereas the general form expressed in Equation (4) is termed spectral (or chromatic). While monitoring grey degradation is established practice, monitoring chromatic degradation is more problematic. The difference between grey and chromatic degradation is most clearly noticeable for broad band rather than narrow band optical devices. Figure 2 illustrates an example of chromatic degradation picked-up from the monitoring of the MODIS solar diffusers [12,13], which are broad band optical devices and though not in the optical path for Earth observations are nevertheless an example of degradation due to contamination of reflective optical elements in Space.

![Figure 2. Illustrative example: chromatic degradation of the Aqua-MODIS solar diffuser. The coloured surface interpolates between data measured in nine narrow-band channels (data courteously provided by Xiong et al. [13]).](image-url)

The phenomenon of chromatic degradation has been well known from the monitoring and in-flight calibration of numerous optical Earth Observation instruments (e.g., SeaWiFS [14], CERES [15], MERIS [16], VIIRS [17–19]) and space-borne astronomical telescopes. Contaminants evaporated from an instrument’s interior and condensation or UV-stimulated deposition and polymerisation of contaminant films onto the surface of optical elements have been considered as the main reasons for degradation of optical instruments in Space [20–23]. For instance, after the first Hubble servicing mission the Wide Field and Planetary Camera (WPFC) was returned to ground and several optical elements were analysed in detail to find the cause and understand the mechanism behind the observed spectral degradation of instrument performance. Laboratory analyses revealed a contaminant film about 45 nm thick covering the WPFC pickoff mirror [24]. The contamination contained multiple chemical species, some of which had been polymerised by exposure to Earth-reflected UV. Causes and mechanisms of instrument degradation in Space are manifold in detail and have been elucidated in a few real cases [18,23,24] but not in general. Generic approaches, based on physical models to describe and quantify optical effects like mirror contamination in Space [25], have been rare.

The poorness of the prelaunch characterisation of some Meteosat VIS radiometers has become apparent since 1997–1998, when Meteosat-5, -6 and -7 were located in Prime position and a more consistent vicarious calibration was achieved by calibrating the Meteosat-5 and -6 radiometers with the spectral response of Meteosat-7, which was assessed with improved experimental methods before
launch [7]. Finding evidence for chromatic degradation of Meteosat optics has been facilitated by the SEVIRI Solar Channel Calibration (SSCC) algorithm [26] to assess the performance of the High-Resolution Visible (HRV) channel of the Meteosat Second Generation (MSG) Spinning Enhanced Visible and Infrared Imager (SEVIRI). SSCC monitors the in-flight performance of MSG HRV radiometers on pseudo-invariant calibration sites (PICS) in bright desert and open ocean target areas in terms of $1/g(t)$. Adapting and applying SSCC to MFG satellites [8] has revealed chromatic degradation of the VIS sensitivity, which was apparently decreasing stronger in the blue (i.e., for open ocean targets) than in the rest of the visible-to-infrared spectrum (i.e., for bright desert sites). Pragmatic efforts to model the chromatic degradation of the VIS radiometers have used an ad hoc improvised degradation function [9,11]. A comparison study of Meteosat-7 VIS and Meteosat-8 HRV observations has concluded that the prelaunch characterisation of the Meteosat-7 VIS spectral response is problematic in the blue, and has suggested the Meteosat-8 HRV spectral response function be used to calibrate the Meteosat-7 VIS radiometer [10]. All in all, insufficient information and partly inconclusive studies on the Meteosat VIS spectral response make the use of current operationally calibrated VIS images for climate applications doubtful. In consequence, it is not surprising that attempts to create climate data records of Surface Albedo from VIS observations have exhibited temporal inconsistency and instability [27], indirectly confirming the problematic nature of the VIS spectral response characterisation.

This study describes the retrieval of the in-flight Meteosat VIS spectral response function as a self-standing method and generic application and demonstrates metrologically sound practices to quantify the retrieval uncertainty and spectral error covariance. The absolute instrument spectral response function is decomposed into generalised Bernstein basis [28,29] polynomials and a degradation function that is based on plain physical considerations. The method has been validated with well-understood MSG HRV image data and has retrieved meaningful results for all MFG satellites apart from Meteosat-1, which was not available for analysis as it had not been archived at EUMETSAT.

The nomenclature and notation of quantities, such as time, radiance, uncertainty and error covariance, follows the example of Merchant et al. [6] unless noted otherwise. In a nutshell, the uncertainty of any quantity $q$ is denoted $u(q)$. The uncertainty of $q$ due to the error in any particular variable $x$ or vector $x$ is denoted $u_x(q)$ or $u_x(q)$. Similarly, the covariance matrix of the errors in the individual components of a vector $q$ is denoted $S(q)$, $S_x(q)$ or $S_x(q)$. In the same way, the covariance function of the errors in a spectral quantity $q$ at different spectral wavelengths $\lambda$ and $\lambda'$ is denoted $S(q;\lambda,\lambda')$, $S_x(q;\lambda,\lambda')$ or $S_x(q;\lambda,\lambda')$. The notation analogously applies to spectral quantities $q$ that depend on time $t$. For instance, the covariance function of the errors in a spectral quantity $q$ at different instants $t$ and $t'$ is denoted $S(q; t, t', \lambda, \lambda')$. Materials and methods are presented in Section 2, results are presented in Section 3 and discussed in Section 4.

2. Materials and Methods

2.1. Overview

The method to retrieve the Meteosat VIS spectral response function has been embedded in a methodology that extends and generalises original SSCC ideas. Figure 3 illustrates the methodology, which consists of four elements.

1. For each MFG satellite mission, image pixels of well-characterised PICS targets are extracted from the Meteosat archive. PICS targets include bright desert (CEOS Libya-4) and clear-sky open ocean targets over the Atlantic and Indian Oceans, which are selected by the SSCC algorithm [8,26]. Deep convective cloud (DCC) targets are selected over ocean and land in the African and Indian tropical regions by a specific algorithm [30]. Extracted PICS Level-1.5 pixel data include digital count numbers for Earth and Space views along with quantified uncertainty per datum, as well as metadata, such as time of observation, pixel coordinates, and relevant instrument settings.

2. Datasets of simulated TOA spectral radiance are calculated by means of accurate radiative transfer modelling (RTM) for viewing, illumination and atmospheric conditions matched with the
extracted PICS image pixels. Besides pixel data and the corresponding TOA spectral radiance, the matchup datasets include quantified spectral radiance uncertainty and quantified uncertainty per component of the surface and atmospheric state vector, as well as metadata like time passed since launch and viewing and illumination angles. The simulation of TOA spectral radiance of bright desert, open ocean and DCC targets is a new development described in a companion study [30].

3. For each MFG satellite mission, the absolute VIS spectral response function is retrieved in the form of Equation (4). Mathematically, the retrieval poses an inverse problem, which is solved by way of minimising an objective cost function that depends on the parameters of the instrument forward model. On basis of the retrieved absolute spectral response $\psi(t, \lambda)$ the relative spectral response $\phi(t, \lambda)$ is computed for selected days of the year. For each selected day, the computed data include the quantified error covariance matrix of the relative spectral response function. Figure 4 illustrates the retrieval concept.

4. For each MFG satellite mission, an adjusted version of the operational SSCC algorithm, which uses the relative VIS spectral response function and its error covariance matrix, is applied to compute new calibration coefficients and their error covariance matrix. The calibration procedure is described in a companion study [31].

Figure 3. Methodology embedding the retrieval of the in-flight Meteosat VIS spectral response function (blue rectangle) as a self-standing method.
Mathematically, the spectral response retrieval poses an inverse problem, which is solved by way of minimising an objective cost function.

Figure 4. Retrieval of the in-flight Meteosat VIS spectral response function.
The remaining parts of this section describe the forward model of the instrument in flight and the retrieval of the in-flight instrument spectral response function by solving the mathematically equivalent inverse problem. The method is explored and validated by way of application to the Meteosat-10 HRV radiometer.

### 2.2. Forward Model

Equation (1) relates the net digital count number $C_L(t) = C_E(t) - C_S(t)$ taken by a satellite radiometer to the Earth-reflected TOA spectral radiance $L(\lambda)$ of the target. The true TOA spectral radiance $L(\lambda)$ of the target is unknown, but for certain surface types can be simulated on the basis of surface reflectance and radiative transfer modelling [30]. Let $L(\lambda, x)$ denote the TOA spectral radiance of an Earth target, which is described by a state vector $x$ that characterises the target surface, its illumination and viewing geometry, and the atmosphere above. Then given the radiometer’s absolute spectral response $\psi(t, \lambda)$, the net digital count number $C_L(t)$ taken by the satellite ideally is

$$C_L(t) = \int \psi(t, \lambda, x) L(\lambda, x) d\lambda.$$  \hspace{1cm} (5)

Equation (4) describes the generic functional form of a degrading spectral response. In parameterised form the spectral response is

$$\psi(t, \lambda, \alpha, \beta) = D(t, \lambda, \alpha) \psi(0, \lambda, \beta),$$  \hspace{1cm} (6)

where the vector $\alpha$ parameterises the degradation function and the vector $\beta$ parameterises the absolute spectral response before launch. Substituting Equation (6) into Equation (5) yields the basic forward model that corresponds to Equation (1)

$$C_L(t, \alpha, \beta) = \int D(t, \lambda, \alpha) \psi(0, \lambda, \beta) L(\lambda, x) d\lambda.$$  \hspace{1cm} (7)

Complication is added when a satellite radiometer was operated with different electronic gain settings $G = 0, 1, \ldots$ such as the radiometers on-board Meteosat-2 and -3 [32]. Here the electronic signal was amplified by a factor $\gamma$ when the gain setting was switched from $G = 0$ to $G = 1$. The value of $\gamma$ is usually known from prelaunch examination, but if experimental protocols and documentation were erratic, lost or disposed, the basic forward model (7) is adjusted

$$C_L(t, \alpha, \beta, \gamma) = \gamma G(t) \int D(t, \lambda, \alpha) \psi(0, \lambda, \beta) L(\lambda, x) d\lambda,$$  \hspace{1cm} (8)

which facilitates determining the amplification factor $\gamma$ as long as the electronic gain setting $G(t)$ is known from operational protocols.

Systematic errors in, e.g., the target pixel selection or the radiative transfer model $L(\lambda, x)$ constitute another source of complication. For example, the basic forward model (7) may exhibit a negative mean error with respect to the truth for the selected open ocean targets, but a positive mean error for the selected desert and DCC targets. Even if the relative errors are small, e.g., less than two percent, Equation (8) will yield a retrieval that tends to even out unaccounted errors and therefore is distorted with respect to the true spectral response function. The corrected forward model

$$C_L(t, \alpha, \beta, \gamma, \delta) = \gamma G(t) (1 + \delta) \int D(t, \lambda, \alpha) \psi(0, \lambda, \beta) L(\lambda, x) d\lambda$$  \hspace{1cm} (9)

explicitly takes account of an unknown relative bias $|\delta| \ll 1$ due to errors in, e.g., the target pixel selection and RTM that is specific to each Earth target type of interest.
2.2.1. In-Flight Degradation

Appendix A deduces an expression for the degradation function \( D(t, \lambda, \alpha) \) on the basis of the hypothesis that the instrument is degrading in flight because a single contaminant film is depositing onto the surface of the instrument’s primary mirror. Given the parameter vector \( \alpha = (\alpha_1, \alpha_2, \alpha_3) \) the degradation function is

\[
D(t, \lambda, \alpha) = \exp \left( - \left( 1 - e^{-\alpha_1 t} \right) e^{-\alpha_2 \lambda + \alpha_3} \right).
\]  

(10)

The parameters \( \alpha_1 \) and \( \alpha_2 \) designate the temporal and chromatic degradation rates, respectively. As \( \alpha_2 \) approaches zero the degradation becomes grey. The parameter \( \alpha_3 \) is a constant of proportionality subsumed under the exponent. A practically important limit of Equation (10) arises when the degradation is prolonged, i.e., when \( \alpha_1^{-1} \) is large in comparison to the lifetime of the instrument or the period of interest. Then \( \alpha_1 t \ll 1 \) and Equation (10) approaches

\[
D(t, \lambda, \alpha) = \exp \left( -\alpha_1 t e^{-\alpha_2 \lambda} \right),
\]  

(11)

where \( \alpha_1 \) here designates the growth rate of the effective optical thickness of the contaminant layer. Table 1 summarises the nomenclature of degradation models.

Table 1. Nomenclature of degradation models. Please note that "kd" is the International System of Units (SI) abbreviation for “kilo day”.

<table>
<thead>
<tr>
<th>Model Name</th>
<th>Equation</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chromatic</td>
<td>(10)</td>
<td>✓ ✓ ✓</td>
</tr>
<tr>
<td>Prolonged-chromatic</td>
<td>(11)</td>
<td>✓ ✓ -</td>
</tr>
</tbody>
</table>

2.2.2. Prelaunch Spectral Response

Any generic approach to model the prelaunch instrument spectral response function ideally satisfies several desirable conditions:

1. Compact support—there is a spectral interval \([a, b]\) such that the model function \( \psi(0, \lambda, \beta) \) vanishes for all \( \lambda \not\in [a, b] \).
2. Non-negativity—the model function is positive within the interior of the support interval and zero at its bounds.
3. Smoothness—the model function is continuously differentiable within the interior of the support interval.
4. Recursivity—it is feasible to construct a sequence of model functions \( \psi^{(1)}, \psi^{(2)}, \ldots \) such that each model function \( \psi^{(i+1)} \) uniformly refines the resolution of detail with respect to its predecessor \( \psi^{(i)} \) while the parameter vector \( \beta^{(i)} \) yields an adequate initialisation to calculate its refinement \( \beta^{(i+1)} \).

For modelling the prelaunch instrument spectral response function many discrete, polynomial or transcendental modelling approaches are ruled out by at least one of these conditions. The general Bernstein formula satisfies all of them. The \( j^{th} \) generalised Bernstein basis polynomial of degree \( n \) is defined by [28,29]

\[
B_{j,n}^{[a,b]}(x) = \binom{n}{j} \frac{(x-a)^j(b-x)^{n-j}}{(b-a)^n}, \quad x \in [a, b], \quad a, b \in \mathbb{R}.
\]  

(12)
Bernstein basis polynomials of degree \( n \) form a (non-orthogonal) basis for all polynomials of degree equal to or less than \( n \). Any linear combination of Bernstein basis polynomials

\[
B_n^{[a,b]}(x) = \sum_{j=0}^{n} \beta_j B_{j,n}^{[a,b]}(x)
\]

is called polynomial in Bernstein form (or Bernstein polynomial) with \( \beta_0, \ldots, \beta_n \) termed Bernstein (or Bézier) coefficients [29]. Defining the parameter vector \( \beta = (a, \beta_1, \ldots, \beta_{n-1}, b) \) the absolute instrument spectral response function before launch is modelled by the Bernstein polynomial

\[
\phi(0, \lambda, \beta) = \sum_{j=1}^{n-1} \beta_j^2 B_{j,n}^{[a,b]}(\lambda),
\]

The parameters \( \beta_0 = a \) and \( \beta_n = b \) represent the bounds of the prelaunch spectral response function while \( \beta_1^2, \ldots, \beta_{n-1}^2 \) constitute the Bernstein coefficients, which are the squares of \( \beta_1, \ldots, \beta_{n-1} \) to satisfy the non-negativity condition. Equation (14) does not include the 0th and \( n \)th Bernstein basis polynomials of degree \( n \) because neither vanishes at the bounds. Figure 5 illustrates the Bernstein basis polynomials of degree \( n = 10 \), which have been used for Equation (14) throughout this work.

![Bernstein basis polynomials](image)

**Figure 5.** Bernstein basis polynomials \( B_{j,n}^{[a,b]}(\lambda) \) of degree \( n = 10 \) to model the Meteosat VIS prelaunch spectral response function.

### 2.3. Solving the Inverse Problem

To solve the inverse problem implied by Equation (1) this study applies methods for parameter estimation that implement a probabilistic Bayesian inversion concept, where the state of any physical or empirical quantity is represented by a probability density function [33]. To put the general formalism into the context of this study, there are several categories of physical quantities to distinguish.

For each individual image pixel \( p \), the digital count numbers \( C_{E,p} \) and \( C_{S,p} \) are direct measurements (or averages of direct measurements) of the satellite radiometer. Each measurement exhibits an unknown error. Associated with each error is an uncertainty, denoted \( u(C_{E,p}) \) or \( u(C_{S,p}) \), which quantifies the standard deviation of the respective error distribution. The uncertainty is derived from instrument documentation and averaging statistics.

The target state vector \( x_p \) is obtained from reanalysis data [30]. The reference TOA spectral radiance \( L(\lambda, x_p) \) is calculated from the target state vector by means of RTM [30]. Each component \( x_{j,p} \) of the target state vector exhibits an unknown error. Associated with each error is an uncertainty \( u(x_{j,p}) \), which quantifies the standard deviation of the error distribution. The uncertainty \( u(x_{j,p}) \) is derived from external information or expert estimation and is transformed into a count-equivalent
uncertainty (see Appendix B). The reference TOA spectral radiance \( L(\lambda, x_p) \) exhibits unknown errors with respect to the true radiance of the selected target. Unknown target type-specific biases, if there are any, are included with the parameters of the forward model (9) explicitly. The relatively small unspecific errors in the RTM are neglected (see Appendix B).

Let \( s = 1, \ldots, n_s \) enumerate \( n_s \) different target types and let \( \delta = (\delta_1, \ldots, \delta_{n_s}) \) denote target type-specific biases due to unknown errors in, e.g., the target pixel selection or RTM. The forward model parameters \( \alpha, \beta, \gamma, \delta \) are related to satellite radiometer measurements and reference TOA spectral radiance \( \{C_{E,p}, C_{S,p}, L(\lambda, x_p)\}_{p=1,\ldots,n_p} \) by the forward model defined in Equation (9). Inverting the forward model is equivalent to minimising the cost function, which yields a maximum posterior probability estimate of the forward model parameters, here specified in terms of a posteriori expected values \( \hat{\alpha}, \hat{\beta}, \hat{\gamma}, \hat{\delta} \) and a joint posterior error covariance matrix \( V(\hat{\alpha}, \hat{\beta}, \hat{\gamma}, \hat{\delta}) \). Direct prior information on forward model parameters, if there is any, is expressed in terms of a priori expected values (accentuated with \( ^\ast \) in analogy to a posteriori expected values) and respective uncertainties that are incorporated into the cost function. Indirect prior information on forward model parameters in form of a prior probability distribution over the model space is derived from the nominal spectral response function that was measured before launch.

2.3.1. Cost Function

For each extracted pixel \( p \) included with a matchup dataset \( \{C_{E,p}, C_{S,p}, L(\lambda, x_p)\}_{p=1,\ldots,n_p} \), let

\[
C_{R,p} = C_{E,p} - C_{S,p} - C_L(t_p, \alpha, \beta, \gamma, \delta(s(p))
\]

(15)
denote the residual digital count number, which quantifies the difference (or misfit) between the net satellite observation \( C_{E,p} - C_{S,p} \) and the result of the forward model defined by Equation (9). Let further \( \psi(0, \lambda_1), \ldots, \psi(0, \lambda_{n_q}) \) denote some a priori expected values of the instrument spectral response function with associated uncertainties \( u(\psi(0, \lambda_1)), \ldots, u(\psi(0, \lambda_{n_q})) \), both sampled at equidistant spectral wavelengths \( \lambda_1, \ldots, \lambda_{n_q} \), and let

\[
\rho(\beta) = \frac{\left(\sum_q (\psi(0, \lambda_q))^2\right)^2}{\left(\sum_q (\psi(0, \lambda_q, \beta))^2\right)^2}
\]

(16)
denote the prior-to-posterior normalisation ratio. Then the inverse problem given by Equation (1) is solved by minimising the cost function

\[
J(\alpha, \beta, \gamma, \delta) = \frac{1}{2} \sum_p \left( \frac{C_{R,p}}{u(C_{R,p})} \right)^2 + \frac{1}{2} \sum_q \left( \frac{\rho(\beta) (\psi(0, \lambda_q, \beta) - \psi(0, \lambda_q))}{u(\psi(0, \lambda_q))} \right)^2
\]

\[
+ \frac{1}{4} \left( \frac{a - \alpha}{u(\alpha)} \right)^4 + \frac{1}{4} \left( \frac{b - \beta}{u(\beta)} \right)^4 + \frac{1}{4} \left( \frac{\gamma - \gamma}{u(\gamma)} \right)^4 + \frac{1}{8} \sum_s \left( \frac{\delta_s - \delta}{u(\delta_s)} \right)^8
\]

(17)

The uncertainty \( u(C_{R,p}) \) associated with the residual digital count number \( C_{R,p} \) includes the uncertainties \( u(x_{j,p}) \) of the target state vector and the uncertainties \( u(C_{E,p}) \) and \( u(C_{S,p}) \) of digital count numbers measured for Earth and dark Space targets (see Appendix B). Data terms penalise the deviation of residual digital count numbers from zero. Indirect prior terms, which are invariant under a linear scaling of samples \( \psi(0, \lambda_q) \) and associated uncertainties, penalise the deviation of the prelaunch spectral response model from its a priori expected (or measured) form. Direct prior terms penalise the deviation of selected forward model parameters from their a priori expected values (the
bounds of the spectral response interval are subsumed under the parameter vector $\beta$ as $\beta_0 = a$ and $\beta_n = b$). All cost terms are of generic form

$$\frac{1}{\nu} \left( \frac{\mu}{\sigma} \right)^\nu$$

(18)

and represent a statistical quantity $\mu$ with an associated error distribution of dispersion $\sigma$. For $\nu = 2$ the error distribution is normal and the dispersion is equal to the standard deviation of the error distribution. For $\nu = 4$ and $\nu = 8$ the error distribution is assumed more uniform [33].

2.3.2. Prior Information

The cost function assumes direct prior information on the bounds $a, b$ of the spectral response interval, on the electronic gain amplification factor $\gamma$, and on possible target type-specific biases $\delta$. Prior information on the bounds of the spectral response intervals and on the electronic gain amplification, if applicable, has been based on prelaunch and operational documentation maintained by EUMETSAT [32,34,35] and published reports [8,26]. A priori expected values of target type-specific biases due to errors in, e.g., the target pixel selection and RTM are assumed zero and associated with an uncertainty which conforms to a relative accuracy of TOA spectral radiance simulations of two percent or better [30]. Table 2 summarises the prior information adopted by the cost function for each Meteosat satellite.

Indirect prior information on the model parameter space is based on the spectral response function of the Meteosat-7 VIS radiometer, which was measured before launch with experimental methods substantially improved on those of the earlier Meteosat radiometers [7]. Prelaunch measurements for the earlier radiometers, the uncertainty of which was high and not restrained by customer requirements, were conducted in the range from 0.5 µm to 0.9 µm only and extrapolated elsewhere [8]. The semiconductor detectors used in the radiometers of Meteosat 5–7 were produced in the same series, which was the reason the more accurate Meteosat 7 calibration could be used, instead of the original prelaunch measurements for calibrating the Meteosat-5 and Meteosat-6 radiometers operationally [7,8]. Nonetheless the spectral response is not determined by the sensitivity of the silicon detectors alone. For example, differences in anti-reflective coatings and protective glass covers on top of the semiconductor material will bring about differences in the spectral response, not even mentioning differences in optical elements, such as primary and secondary mirrors. Meteosat-2 was an experimental satellite. Meteosat-3 was a refurbished engineering model of Meteosat-2. It is, therefore, reasonable to expect that both had similar characteristics. Meteosat-4 was the first satellite in the operational series. Meteosat-5, -6 and -7 were operational spacecrafts with silicon semiconductors produced by the same manufacturer in the same batch. Other silicon semiconductor suppliers were used for Meteosat-2 and -3. All MFG radiometers were equipped with main mirrors made of aluminium-sputtered glass substrate with a thin protective (silicon monoxide) film. Despite these similarities, the improved Meteosat-7 prelaunch measurements are very dissimilar to the earlier Meteosat-5 and -6 measurements [7]. However, since there were no customer requirements on the accuracy and completeness of the spectral response characterisation of the VIS channel for the Meteosat radiometers except that on board Meteosat-7, it is reasonable to consider that the early prelaunch measurements were all taken in a different experimental context. In contrast, all MSG radiometers use a more reflective and more durable silver-coated main mirror, and a maximum instrument degradation of two percent during the nominal lifetime of seven years was required by EUMETSAT.

EUMETSAT provides the nominal Meteosat-7 prelaunch spectral response functions in relative form [36]. To construct a prior probability distribution over the model space, the relative Meteosat-7 prelaunch spectral response function has been smoothed. The maximum uncertainty of the prelaunch measurements has been designated as the uncertainty of the smoothed response. The uncertainty designated in this way has been expanded by a certain factor (see Table 2) to relax the regularization of model space. A priori expected values $\hat{\psi}(0, \lambda_q)$ and associated uncertainties have been sampled
from the uncertainty-expanded and smoothed Meteosat-7 response to convey the regularization of model space to the cost function. Though the indirect prior terms of the cost function are invariant under a linear scaling of the samples \( \hat{\psi}(0, \lambda_q) \) and associated uncertainties, establishing the absolute scale, which is different for each Meteosat satellite, is useful for comparison. Table 3 lists the relevant calibration coefficients and resulting scale factors for all Meteosat satellites.

Please note that the prior probability distribution over the model space that has been made explicit in the above way is not a representation of best prior knowledge, but rather an unequivocal and direct measure to regularize the model space in absence of any better prior knowledge.

Table 2. Prior information adopted by the cost function for MFG satellites. The \( a \) priori expected prelaunch spectral response \( \hat{\psi}(0, \lambda_q) \) is sampled from a smoothed and uncertainty-expanded Meteosat-7 spectral response function. The numbers in parentheses specify the uncertainty expansion factors.

<table>
<thead>
<tr>
<th>Satellite</th>
<th>Prelaunch Spectral Response Model</th>
<th>Amplification Factor</th>
<th>Biases</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \hat{\psi}(0, \lambda_q) )</td>
<td>( \hat{\alpha} ) ( \mu m )</td>
<td>( \hat{\beta} ) ( \mu m )</td>
</tr>
<tr>
<td>Meteosat-7</td>
<td>Meteosat-7 (5.0)</td>
<td>0.350 ± 0.015</td>
<td>1.200 ± 0.015</td>
</tr>
<tr>
<td>Meteosat-6</td>
<td>Meteosat-7 (5.0)</td>
<td>0.350 ± 0.015</td>
<td>1.150 ± 0.015</td>
</tr>
<tr>
<td>Meteosat-5</td>
<td>Meteosat-7 (5.0)</td>
<td>0.350 ± 0.015</td>
<td>1.200 ± 0.015</td>
</tr>
<tr>
<td>Meteosat-4</td>
<td>Meteosat-7 (5.0)</td>
<td>0.350 ± 0.015</td>
<td>1.150 ± 0.015</td>
</tr>
<tr>
<td>Meteosat-3</td>
<td>Meteosat-7 (6.0)</td>
<td>0.350 ± 0.035</td>
<td>1.150 ± 0.035</td>
</tr>
<tr>
<td>Meteosat-2</td>
<td>Meteosat-7 (6.0)</td>
<td>0.350 ± 0.035</td>
<td>1.150 ± 0.035</td>
</tr>
</tbody>
</table>

Table 3. Nominal Meteosat prelaunch calibration coefficients and spectral response integrals [32]. Multiplying the relative Meteosat-7 prelaunch spectral response function with the scale factors listed in the last column establishes the absolute scale.

<table>
<thead>
<tr>
<th>Satellite</th>
<th>Calibration Coefficient</th>
<th>Integrated Spectral Response</th>
<th>Scale Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( W m^{-2} sr^{-1} )</td>
<td>( \int \hat{\psi}(0, \lambda) d\lambda ) ( \mu m )</td>
<td>( W^{-1} m^2 sr )</td>
</tr>
<tr>
<td>Meteosat-7</td>
<td>0.9184 ± 0.0174</td>
<td>0.504</td>
<td>1.089</td>
</tr>
<tr>
<td>Meteosat-6</td>
<td>0.8376 ± 0.0629</td>
<td>0.504</td>
<td>1.194</td>
</tr>
<tr>
<td>Meteosat-5</td>
<td>0.8142 ± 0.0564</td>
<td>0.504</td>
<td>1.228</td>
</tr>
<tr>
<td>Meteosat-4</td>
<td>0.7320 ± 0.0300</td>
<td>0.439</td>
<td>1.190</td>
</tr>
<tr>
<td>Meteosat-3</td>
<td>0.7571 ± 0.1913</td>
<td>0.453</td>
<td>1.187</td>
</tr>
<tr>
<td>Meteosat-2</td>
<td>0.6519 ± 0.0417</td>
<td>0.388</td>
<td>1.181</td>
</tr>
</tbody>
</table>

2.3.3. Model Parameter Estimation

The minimum of the cost function, defined in Equation (17), determines the \( a \) posteriori expected parameter values \( \hat{\alpha}, \hat{\beta}, \hat{\gamma}, \) and \( \hat{\delta} \)

\[
J(\hat{\alpha}, \hat{\beta}, \hat{\gamma}, \hat{\delta}) = \min_{\alpha, \beta, \gamma, \delta} J(\alpha, \beta, \gamma, \delta) .
\]  

(19)

The inverse Hessian matrix of the cost function at its minimum yields the posterior error covariance matrix

\[
S(\hat{\alpha}, \hat{\beta}, \hat{\gamma}, \hat{\delta}) = \left[ \begin{array}{cccc}
\frac{\partial^2 J}{\partial \alpha^2} (\hat{\alpha}, \hat{\beta}, \hat{\gamma}, \hat{\delta}) & \frac{\partial^2 J}{\partial \alpha \partial \beta} (\hat{\alpha}, \hat{\beta}, \hat{\gamma}, \hat{\delta}) & \frac{\partial^2 J}{\partial \alpha \partial \gamma} (\hat{\alpha}, \hat{\beta}, \hat{\gamma}, \hat{\delta}) & \frac{\partial^2 J}{\partial \alpha \partial \delta} (\hat{\alpha}, \hat{\beta}, \hat{\gamma}, \hat{\delta}) \\
\frac{\partial^2 J}{\partial \beta \partial \alpha} (\hat{\alpha}, \hat{\beta}, \hat{\gamma}, \hat{\delta}) & \frac{\partial^2 J}{\partial \beta^2} (\hat{\alpha}, \hat{\beta}, \hat{\gamma}, \hat{\delta}) & \frac{\partial^2 J}{\partial \beta \partial \gamma} (\hat{\alpha}, \hat{\beta}, \hat{\gamma}, \hat{\delta}) & \frac{\partial^2 J}{\partial \beta \partial \delta} (\hat{\alpha}, \hat{\beta}, \hat{\gamma}, \hat{\delta}) \\
\frac{\partial^2 J}{\partial \gamma \partial \alpha} (\hat{\alpha}, \hat{\beta}, \hat{\gamma}, \hat{\delta}) & \frac{\partial^2 J}{\partial \gamma \partial \beta} (\hat{\alpha}, \hat{\beta}, \hat{\gamma}, \hat{\delta}) & \frac{\partial^2 J}{\partial \gamma^2} (\hat{\alpha}, \hat{\beta}, \hat{\gamma}, \hat{\delta}) & \frac{\partial^2 J}{\partial \gamma \partial \delta} (\hat{\alpha}, \hat{\beta}, \hat{\gamma}, \hat{\delta}) \\
\frac{\partial^2 J}{\partial \delta \partial \alpha} (\hat{\alpha}, \hat{\beta}, \hat{\gamma}, \hat{\delta}) & \frac{\partial^2 J}{\partial \delta \partial \beta} (\hat{\alpha}, \hat{\beta}, \hat{\gamma}, \hat{\delta}) & \frac{\partial^2 J}{\partial \delta \partial \gamma} (\hat{\alpha}, \hat{\beta}, \hat{\gamma}, \hat{\delta}) & \frac{\partial^2 J}{\partial \delta^2} (\hat{\alpha}, \hat{\beta}, \hat{\gamma}, \hat{\delta})
\end{array} \right]^{-1} .
\]  

(20)
The retrieved absolute instrument spectral response function is given by \( \hat{\psi}(t, \lambda) = \psi(t, \lambda, \hat{\alpha}, \hat{\beta}) \). Let \( k \) be the number of parameters subsumed under the symbols \( \alpha \) and \( \beta \), and let

\[
S(\hat{\alpha}, \hat{\beta}) = \left[ S(\hat{\alpha}, \hat{\beta}, \hat{\gamma}, \hat{\delta}) \right]_{1, \ldots, k}
\]

(21)
denote the leading principal submatrix, which remains when all rows and columns except for the first \( k \) rows and columns are removed from \( S(\hat{\alpha}, \hat{\beta}, \hat{\gamma}, \hat{\delta}) \). Then applying the law of propagation of uncertainty [37], a Jacobian transformation converts \( S(\hat{\alpha}, \hat{\beta}) \) into a posterior spectral error covariance function

\[
S(\hat{\psi}; t, t', \lambda, \lambda') = \begin{bmatrix}
\frac{\partial \psi}{\partial \alpha}(t, \lambda, \hat{\alpha}, \hat{\beta}) & \frac{\partial \psi}{\partial \beta}(t, \lambda, \hat{\alpha}, \hat{\beta}) \\
\frac{\partial \psi}{\partial \alpha}(t', \lambda', \hat{\alpha}, \hat{\beta}) & \frac{\partial \psi}{\partial \beta}(t', \lambda', \hat{\alpha}, \hat{\beta})
\end{bmatrix} S(\hat{\alpha}, \hat{\beta})
\]

(22)

that describes the covariance of the errors in the retrieved spectral response function \( \hat{\psi}(t, \lambda) \) at different instants \( t, t' \) and respective spectral wavelengths \( \lambda, \lambda' \). The errors in the retrieved absolute instrument spectral response function at different instants \( t \) and \( t' \) are correlated. The posterior spectral error correlation function is

\[
R(\hat{\psi}; t, t', \lambda, \lambda') = \frac{S(\hat{\psi}; t, t', \lambda, \lambda')}{\sqrt{S(\hat{\psi}; t, t, \lambda, \lambda') S(\hat{\psi}; t', t', \lambda', \lambda')}}
\]

(23)

After unspecific initialisation

\[
\alpha = 0, \quad \beta = (\hat{\alpha}, 1, \ldots, 1, \hat{\beta}), \quad \gamma = \hat{\gamma}, \quad \delta = 0
\]

(24)

the minimisation of the cost function has been conducted by a limited-memory variant of the Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm that evaluates the gradient of the cost function and iteratively approximates the Hessian matrix without evaluating second derivatives [38]. Second partial derivatives of the cost function constitute the Hessian matrices in Equations (20) and (21), and first partial derivatives of the retrieved instrument spectral response function constitute the Jacobian matrices in Equation (22). All partial derivatives have been calculated through advanced algorithmic (or automatic) differentiation (AD) techniques, which are concerned with the accurate and efficient evaluation of derivatives for functions defined in computer programs [39]. Transformation of Algorithms in Fortran [40–43] has generated tangent (i.e., Jacobian) and adjoint derivative (i.e., gradient and transposed Jacobian) source codes. Jacobian products have been evaluated in vector mode of AD. Hessian source code has been generated in vector forward over scalar reverse mode.

The minimisation cycle is repeated, where the repeat is initialised with the \textit{a posteriori} expected parameter values obtained from the initial run (see Figure 4) to ensure self consistency when propagating the uncertainty from source to target quantities (see Appendix B). An independent repeat cycle is implemented to detect and remove matchup data that induce residual outliers (see Figure 4). Matchup data that do not satisfy certain acceptance criteria are not considered, such as matchup data for desert and ocean targets with a too large solar zenith angle or Earth count uncertainty exceeding the typical noise. Table 4 recaps the applied acceptance criteria for each satellite.
Table 4. Acceptance criteria applied to observed pixels matched with simulated TOA spectral radiance: maximum solar zenith angle for desert and ocean targets, maximum Earth count uncertainty for desert and ocean targets, and maximum normalised residual.

| Satellite   | Max Solar Zenith Angle $\theta$ | Max Earth Count Uncertainty $\max u(C_E)$ | Max Normalised Residual $\max |C_R/u(C_R)|$ |
|-------------|---------------------------------|-------------------------------------------|------------------------------------------|
| Meteosat-7  | 50.0 50.0                       | 1.0 1.0                                   | 2.0                                      |
| Meteosat-6  | 50.0 50.0                       | 1.0 1.0                                   | 2.0                                      |
| Meteosat-5  | 50.0 50.0                       | 1.0 1.0                                   | 2.0                                      |
| Meteosat-4  | 50.0 50.0                       | 2.0 2.0                                   | 2.0                                      |
| Meteosat-3  | 50.0 50.0                       | 2.0 2.0                                   | 2.0                                      |
| Meteosat-2  | 50.0 30.0                       | 2.0 2.0                                   | 2.0                                      |

2.3.4. Spectral Response Normalisation

Though modelling the absolute instrument spectral response function is required to describe the degradation of an instrument in terms of physical considerations, most calibration and retrieval techniques require a relative instrument spectral response function to do their work. Renormalising the absolute spectral response to obtain a relative spectral response is trivial, but computing the relative spectral error covariance function is not.

At each considered instant $t$ the retrieved absolute instrument spectral response function $\hat{\psi}(t, \lambda)$ is renormalised to obtain the relative instrument spectral response

$$\hat{\phi}(t, \lambda) = \frac{\hat{\psi}(t, \lambda)}{\hat{\psi}(t, \mu)},$$

(25)

where $\mu$ denotes the spectral wavelength at the maximum of the absolute spectral response function such that $\hat{\psi}(t, \mu) = \max_\lambda \hat{\psi}(t, \lambda)$. Applying the law of propagation of uncertainty [37] the relative posterior spectral error covariance function is

$$S(\hat{\phi}; t, t', \lambda, \lambda') = S(\hat{\psi}; t, t', \lambda, \lambda') - \hat{\phi}(t, \lambda) S(\hat{\psi}; t, t', \mu, \lambda') - S(\hat{\psi}; t, t', \lambda, \mu') \hat{\phi}(t', \lambda') + \hat{\phi}(t, \lambda) S(\hat{\psi}; t, t', \mu, \mu') \hat{\phi}(t', \lambda'),$$

(26)

where $\mu$ and $\mu'$ denote the spectral wavelengths at the maximum of the absolute spectral response function at respective instants $t$ and $t'$. The retrieved Meteosat in-flight spectral response function datasets (see Figures 3 and 4) include the relative form expressed in Equations (25) and (26). Diagnostic datasets and their evaluation in the remainder of this paper use the absolute form.

2.4. Validation

The method to retrieve the in-flight Meteosat VIS spectral response function has been developed and established with artificial test cases using different parameterisations of the instrument degradation model (i.e., no degradation, grey degradation, and chromatic degradation). Given an instrument spectral response test function and a dataset of simulated TOA spectral radiance over desert, open ocean, and DCC targets, artificial satellite digital count numbers have been generated by evaluating Equation (1) and adding typical target type-specific noise. To furnish a real-world validation case, the whole methodology designated in Figure 3 has been applied to Meteosat-10 HRV images acquired from 2013 to 2015. The spectral response function of the Meteosat-10 HRV channel was accurately measured before launch [44] and since post-launch chromatic degradation effects were minute, the expectation is that the retrieved spectral response is consistent with the prelaunch response curve. To explore the effect of possible errors in the RTM and the target selection, the retrieval method has been applied with and without including target type-specific biases with the modelling, hereafter referred to as cases V1 and V2, respectively. Both validation cases are conducted in an original variant ‘a’ which uses actual (i.e., observed) pixel data, and a verification variant ‘b’ which uses simulated pixel data.
Table 5 specifies the prior information adopted by all variants of validation cases. Following the rationale to make explicit any prior information on model parameters [33] the construction of the prior probability distribution over the model space is based on the prelaunch spectral response function of the Meteosat-10 HRV channel. The uncertainty is expanded as far as possible for a consistent retrieval.

<table>
<thead>
<tr>
<th>Case</th>
<th>Prelaunch Spectral Response Model</th>
<th>Amplification Factor</th>
<th>Biases</th>
</tr>
</thead>
<tbody>
<tr>
<td>V1.a</td>
<td>Meteosat-10 (3.0)</td>
<td>0.350 ± 0.010 µm</td>
<td>1.150 ± 0.010 µm</td>
</tr>
<tr>
<td>V1.b</td>
<td>Meteosat-10 (5.0)</td>
<td>0.350 ± 0.010 µm</td>
<td>1.150 ± 0.010 µm</td>
</tr>
<tr>
<td>V2.a</td>
<td>Meteosat-10 (3.0)</td>
<td>0.350 ± 0.010 µm</td>
<td>1.150 ± 0.010 µm</td>
</tr>
<tr>
<td>V2.b</td>
<td>Meteosat-10 (3.0)</td>
<td>0.350 ± 0.010 µm</td>
<td>1.150 ± 0.010 µm</td>
</tr>
</tbody>
</table>

2.4.1. Including Target-Type Specific Biases (Case V1)

The top panel of Figure 6 illustrates the retrieved absolute Meteosat-10 HRV spectral response function when target type-specific biases are included with the modelling. Figure 7 illustrates examples of the associated posterior spectral error and correlation functions designated in Equations (22) and (23). The retrieved spectral response shows no significant degradation (viz. Table 6, V1.a) and is consistent with the prelaunch response. However, considerable prior information is required to achieve consistency. The retrieved target type-specific biases (viz. Table 7, V1.a) are significant, but not inconsistent with the relative accuracy of TOA spectral radiance simulations that has been quantified with approximately two percent [30].

<table>
<thead>
<tr>
<th>Case</th>
<th>Model Name</th>
<th>Model Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$\hat{a}_1$ (µm$^{-1}$)</td>
</tr>
<tr>
<td>V1.a</td>
<td>prolonged-chromatic</td>
<td>0.0068 ± 0.0286</td>
</tr>
<tr>
<td>V2.a</td>
<td>prolonged-chromatic</td>
<td>0.0348 ± 0.0510</td>
</tr>
</tbody>
</table>

Table 7. Target type-specific biases retrieved for the validation cases. The simulated case V1.b has been generated with posterior expected bias values retrieved for the original case V1.a.

<table>
<thead>
<tr>
<th>Case</th>
<th>Desert DCC ov Ocean DCC ov Land</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\hat{\delta}_1$ %</td>
</tr>
<tr>
<td>V1.a</td>
<td>-1.65 ± 0.28</td>
</tr>
<tr>
<td>V1.b</td>
<td>-1.66 ± 0.32</td>
</tr>
</tbody>
</table>

To examine whether these biases are real or an artefact of deficiencies inherent to the retrieval method, the original validation case has been repeated with the same dataset of simulated TOA spectral radiance, but with simulated instead of observed Meteosat-10 HRV digital count numbers. Here the simulated count numbers have been generated by evaluation of Equation (1), addition of typical Gaussian noise, and adjustment according to the target type-specific biases originally retrieved (viz. Table 7, V1.a). No degradation has been considered for the simulation. The resulting retrieval is illustrated in the bottom panel of Figure 6. Again, the retrieved spectral response function is in agreement with the prelaunch curve, while less prior information is required. The retrieved target type-specific biases (viz. Table 7, V1.b) are consistent with their original values. The replication of the original validation case does not reveal any deficiencies of the retrieval method. On the contrary, if the methodology is perturbed by target type-specific biases due to unknown errors in the target...
pixel selection and RTM of less than two percent, the retrieval method is capable of estimating spectral response function and biases accurately.

Figure 6. (a) Case V1.a: absolute spectral response function retrieved for the Meteosat-10 HRV radiometer, based on data acquired from 2013 to 2015. The blue curve marks the smoothed Meteosat-10 HRV prelaunch spectral response function scaled to prelaunch calibration. The yellow, purple and green curves mark the retrieved absolute spectral response function after 250, 750 and 1250 days since launch. Coloured shading indicates the uncertainty associated with a curve. Grey dots and stripes illustrate the prior probability distribution over the model space (in terms of samples of a priori expected response and associated uncertainty) assumed for the retrieval. (b) Case V1.b: as above, but based on simulated satellite data.
2.4.2. Excluding Target-Type Specific Biases (Case V2)

To explore how the ignorance of unknown errors in the RTM or target selection do affect the retrieval method, the validation case has been repeated without including target type-specific biases with the modelling. The top panel of Figure 8 illustrates the retrieved absolute Meteosat-10 HRV spectral response in comparison to the prelaunch response. The former appears distorted and bears no similarity to the latter. This result is confirmed by the outcome of the simulated equivalent, which is shown in the bottom panel of Figure 8.

The particular pattern of distortion is correlated with the structure of the posterior spectral error covariance and error correlation functions depicted in Figure 7. Around 0.6 µm, where the spectral error correlation is positive, the retrieved response overestimates the prelaunch response. Around 0.4 µm and 0.8 µm, where the spectral error correlation (staying at the ordinate 0.6 µm) is negative, the retrieved response underestimates the prelaunch response. Around 1.0 µm, where the spectral error correlation is positive, the retrieved response overestimates the prelaunch response. The alternating distortion and error correlation pattern is presumably inherent to the inverse problem itself and does basically not depend on a particular choice of spectral response model.

In conclusion, if target type-specific biases due to unknown errors in the target pixel selection and RTM are present but not included with the modelling, the whole methodology will fail because the retrieved spectral response function will even out any unknown biases as far as feasible under the given regularization. The modelling presented in this study can take into account a few unknown perturbations properly. The presence of in truth larger or additional unknown errors will demand a full probabilistic treatment of the inverse problem, with results expressed in terms of probability density functions (or random samples thereof) to represent all uncertainties involved.
Figure 8. (a) Case V2.a: absolute spectral response function retrieved for the Meteosat-10 HRV radiometer when excluding target type-specific biases from the modelling—otherwise as Figure 6; (b) Case V2.b: as above, but based on simulated satellite data.

3. Results

3.1. Overview

The retrieval method has been applied to all MFG satellites except the prototype Meteosat-1, the data of which were not available at EUMETSAT. Meaningful results have been obtained for all MFG
satellites considered. For Meteosat-2, -4, -5 and -6 the retrieved chromatic degradation is prolonged. Table 8 presents an overview of the degradation models retrieved. Table 9 lists the corresponding type-specific biases retrieved for desert, ocean and DCC targets. The retrieved biases are different for each satellite, but common to all MFG satellites is a positive bias for desert targets and a negative bias for ocean targets. The biases retrieved for DCC targets vary, but for each satellite the biases for DCC targets over ocean and land have the same sign and usually a similar magnitude.

Table 8. Degradation models retrieved for MFG satellites.

<table>
<thead>
<tr>
<th>Satellite</th>
<th>Model Name</th>
<th>( \hat{\alpha}_1 )</th>
<th>( \hat{\alpha}_2 )</th>
<th>( \hat{\alpha}_3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Meteosat-7</td>
<td>chromatic</td>
<td>0.2604 ± 0.0024</td>
<td>2.35 ± 0.07</td>
<td>0.45 ± 0.05</td>
</tr>
<tr>
<td>Meteosat-6</td>
<td>prolonged-chromatic</td>
<td>0.0000 ± 0.0001</td>
<td>-8.80 ± 2.61</td>
<td>-</td>
</tr>
<tr>
<td>Meteosat-5</td>
<td>prolonged-chromatic</td>
<td>0.1103 ± 0.0088</td>
<td>1.94 ± 0.13</td>
<td>-</td>
</tr>
<tr>
<td>Meteosat-4</td>
<td>prolonged-chromatic</td>
<td>0.1392 ± 0.0203</td>
<td>1.05 ± 0.23</td>
<td>-</td>
</tr>
<tr>
<td>Meteosat-3</td>
<td>chromatic</td>
<td>0.8019 ± 0.5926</td>
<td>4.07 ± 1.07</td>
<td>0.63 ± 0.79</td>
</tr>
<tr>
<td>Meteosat-2</td>
<td>prolonged-chromatic</td>
<td>0.7211 ± 0.3874</td>
<td>4.76 ± 0.86</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 9. Target type-specific biases retrieved for MFG satellites.

<table>
<thead>
<tr>
<th>Satellite</th>
<th>Desert</th>
<th>Ocean</th>
<th>DCC ov Ocean</th>
<th>DCC ov Land</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \hat{\delta}_1 )</td>
<td>%</td>
<td>%</td>
<td>%</td>
<td>%</td>
</tr>
<tr>
<td>( \hat{\delta}_2 )</td>
<td>%</td>
<td>%</td>
<td>%</td>
<td>%</td>
</tr>
<tr>
<td>( \hat{\delta}_3 )</td>
<td>%</td>
<td>%</td>
<td>%</td>
<td>%</td>
</tr>
<tr>
<td>( \hat{\delta}_4 )</td>
<td>%</td>
<td>%</td>
<td>%</td>
<td>%</td>
</tr>
<tr>
<td>Meteosat-7</td>
<td>1.07 ± 0.10</td>
<td>-1.20 ± 0.07</td>
<td>0.97 ± 0.09</td>
<td>1.00 ± 0.09</td>
</tr>
<tr>
<td>Meteosat-6</td>
<td>0.51 ± 0.27</td>
<td>-1.10 ± 0.09</td>
<td>0.88 ± 0.10</td>
<td>1.06 ± 0.09</td>
</tr>
<tr>
<td>Meteosat-5</td>
<td>1.14 ± 0.08</td>
<td>-1.13 ± 0.09</td>
<td>-0.18 ± 0.14</td>
<td>-0.82 ± 0.14</td>
</tr>
<tr>
<td>Meteosat-4</td>
<td>1.04 ± 0.11</td>
<td>-1.06 ± 0.10</td>
<td>0.78 ± 0.19</td>
<td>0.60 ± 0.19</td>
</tr>
<tr>
<td>Meteosat-3</td>
<td>1.71 ± 0.19</td>
<td>-1.33 ± 0.40</td>
<td>-1.59 ± 0.20</td>
<td>-1.42 ± 0.24</td>
</tr>
<tr>
<td>Meteosat-2</td>
<td>1.67 ± 0.19</td>
<td>-1.89 ± 0.14</td>
<td>1.35 ± 0.17</td>
<td>1.69 ± 0.17</td>
</tr>
</tbody>
</table>

Table 10 summarises diagnostic statistics for each retrieval. All retrievals have used about 3000 matchup pixels per year, apart from Meteosat-6 and Meteosat-3 with 8000 and 800 pixels per year, respectively. The number of matchup pixels varies due to pixel extraction and matchup acceptance criteria applied. The retrieved minimum cost per pixel is roughly half the statistically-expected value of \( \frac{1}{2} \), which implies that the overall uncertainty budget is overspent. The uncertainty of target state vectors \( x_p \) accounts for the largest share, which suggests that the imbalanced uncertainty budget is the result of a fairly (about an average factor of \( \sqrt{2} \)) overestimated \( u(x_p) \) or an oversimplified propagation of uncertainty through Equations (A21) and (A23). The cost per pixel increases with a decreasing share of pixels from desert targets, indicating that the uncertainty associated with these targets is more overestimated than that associated with ocean and DCC targets. The prior terms of the cost function account for a share of at most one percent of the total cost, suggesting that prior information has relatively little influence on detail. The mean residual digital count number \( \mu(C_R) \) is close to zero for all satellites, with standard deviation \( \sigma(C_R) \) between 0.6 and 1.6 digital counts. Apart from Meteosat-6, the residual trends over time \( \dot{C}_R \) are small in comparison with the retrieved temporal degradation rates (Table 8, \( \hat{\alpha}_1 \)). Residual trends are statistically significant (at a significance level of 0.005) for Meteosat-4 and -7 only, implying that the relatively simple degradation model does not represent the true degradation of these instruments entirely.
Table 10. Diagnostic statistics: number of pixels, cost per pixel, residual mean, residual standard deviation, and residual trend over time. Each residual digital count number $C_{R,p}$ has been weighted with the reciprocal of its error variance $\left(\frac{1}{\sigma^2(C_{R,p})}\right)$.

The number of pixels is given per target type (desert, ocean, DCC) and in total.

<table>
<thead>
<tr>
<th>Satellite</th>
<th>No of Pixels</th>
<th>Cost per Pixel</th>
<th>Mean $\mu(C_R)$</th>
<th>SD $\sigma(C_R)$</th>
<th>Trend $\dot{C}_{R,kd}^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Meteosat-7</td>
<td>10413</td>
<td>21626</td>
<td>16367</td>
<td>48406</td>
<td>0.20</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>−0.014</td>
<td>0.643</td>
<td>0.009 ± 0.002</td>
</tr>
<tr>
<td>Meteosat-6</td>
<td>3721</td>
<td>8959</td>
<td>3321</td>
<td>16001</td>
<td>0.25</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>−0.031</td>
<td>0.811</td>
<td>0.242 ± 0.043</td>
</tr>
<tr>
<td>Meteosat-5</td>
<td>10284</td>
<td>13192</td>
<td>19101</td>
<td>42577</td>
<td>0.18</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>−0.016</td>
<td>0.948</td>
<td>−0.007 ± 0.003</td>
</tr>
<tr>
<td>Meteosat-4</td>
<td>3807</td>
<td>6556</td>
<td>8490</td>
<td>18853</td>
<td>0.24</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>−0.017</td>
<td>0.852</td>
<td>−0.042 ± 0.013</td>
</tr>
<tr>
<td>Meteosat-3</td>
<td>451</td>
<td>2399</td>
<td>287</td>
<td>3137</td>
<td>0.34</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>−0.006</td>
<td>0.996</td>
<td>0.052 ± 0.073</td>
</tr>
<tr>
<td>Meteosat-2</td>
<td>2583</td>
<td>4168</td>
<td>12684</td>
<td>19435</td>
<td>0.22</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>−0.001</td>
<td>1.532</td>
<td>−0.046 ± 0.021</td>
</tr>
</tbody>
</table>

The remaining paragraphs of this section describe the individual retrievals in more detail. All spectral response functions are presented in absolute form, which reveals the progress of degradation over time in a straightforward way. Examples of the posterior spectral error covariance and error correlation functions are given for illustrative purposes and only for Meteosat-7. The retrieved Meteosat in-flight spectral response function dataset is documented and maintained at GitHub under GNU Public License terms [45].


Figure 9 illustrates the retrieved absolute spectral response function for the Meteosat-7 VIS radiometer, based on matchup data from 1998 to 2014. The retrieved spectral response 100 days after launch is fairly consistent with the Meteosat-7 prelaunch spectral response, which has been measured with experimental methods improved on those of Meteosat 2–6 [7]. The retrieved chromatic degradation is stronger in the UV and blue than in the red to NIR and proceeds faster in the first half of the mission than in the second half. The top panels of Figure 10 show examples of the absolute Meteosat-7 posterior spectral error covariance and error correlation functions, which are substantially similar to those retrieved for Meteosat-10 in the validation exercise. The bottom panels of Figure 10 show corresponding examples of the relative spectral error covariance and error correlation functions. Due to the normalisation of the retrieved absolute spectral response to unit maximum, the uncertainty of the maximum relative spectral response vanishes. For that reason, the unit maximum separates the graphs of the error covariance and error correlation functions of the relative spectral response into four virtually discontinuous quadrants. The retrieved residual digital count numbers do not reveal a difference between the Prime and IODC periods. Seasonal variations are apparent. The residual trend over time is small but statistically significant, indicating that the degradation model does not represent the true degradation entirely.
Figure 9. Absolute spectral response function retrieved for the Meteosat-7 VIS radiometer, based on matchup data from 1998 to 2014. The blue curve marks the smoothed Meteosat-7 VIS prelaunch spectral response function scaled to prelaunch calibration. The yellow, purple and green curves mark the retrieved absolute spectral response function after 100, 3600 and 7100 days since launch. Coloured shading indicates the uncertainty associated with a curve. Grey dots and stripes illustrate the prior probability distribution over the model space (in terms of samples of a priori expected response and associated uncertainty) assumed for the retrieval. Red dots mark scaled prelaunch measurements of the Meteosat-7 spectral response function.

Figure 11 illustrates the retrieved absolute spectral response function for the Meteosat-6 VIS radiometer, based on matchup data from 1997 to 1998. The retrieved spectral response is fairly consistent with the Meteosat-7 prelaunch spectral response, which has been used operationally since it improved the consistency of the Meteosat-6 calibration [7,8]. The retrieved chromatic degradation is stronger in the NIR than in the UV-visible, but is statistically consistent with no degradation at all (see Table 8). Though the satellite was launched in November 1993, only one and a half year of data from January 1997 to June 1998 have been available, because Meteosat-6 had been the backup of Meteosat-5 for three years. The retrieved residual digital count numbers do reveal seasonal variations. The matchup data comprise only one and a half seasonal cycles, explaining the apparent residual trend over time.

Figure 12 illustrates the retrieved absolute spectral response function for the Meteosat-5 VIS radiometer, based on matchup data from 1991 to 2006. The retrieved spectral response 200 days after launch is fairly consistent with the Meteosat-7 prelaunch spectral response, which has been used operationally since it improved the consistency of the Meteosat-6 calibration [7,8]. The retrieved chromatic degradation is stronger in the UV and blue than in the red to NIR and progresses at a constant rate. The retrieved residual digital count numbers for DCC targets do reveal some difference between the Prime and IODC periods, probably due to different properties of clouds over the Atlantic and Indian oceans [46]. Seasonal variations are apparent, but with a p-value of 0.035 the residual trend over time is insignificant.

![Figure 12. Retrieved absolute spectral response function for the Meteosat-5 VIS radiometer.](image_url)

**Figure 11.** Absolute spectral response function retrieved for the Meteosat-6 VIS radiometer, based on matchup data from 1997 to 1998—otherwise as Figure 9.
Figure 12. Absolute spectral response function retrieved for the Meteosat-5 VIS radiometer, based on matchup data from 1991 to 2006—otherwise as Figure 9.


Figure 13 illustrates the retrieved absolute spectral response function for the Meteosat-4 VIS radiometer, based on matchup data from 1989 to 1994. The retrieved spectral response 200 days after launch deviates from the Meteosat-7 prelaunch spectral response in the blue to red, but is fairly consistent in the NIR. The characteristic decrease of the prelaunch measurements of the Meteosat-4 spectral response from red to blue is reproduced by the retrieval. The retrieved chromatic degradation is stronger in the UV and blue than in the red to NIR, though weaker than for Meteosat-7 and -5. The degradation progresses at a constant rate. The retrieved residual digital count numbers do reveal seasonal variations, but no artefacts from the Mount Pinatubo volcanic eruption in June 1991. The residual trend over time is significant, indicating that the degradation model does not represent the true degradation entirely.
Figure 13. Absolute spectral response function retrieved for the Meteosat-4 VIS radiometer, based on matchup data from 1989 to 1994—otherwise as Figure 9. Red dots mark scaled prelaunch measurements of the Meteosat-4 spectral response function. The uncertainty of these measurements is unknown.


Figure 14 illustrates the retrieved absolute spectral response function for the Meteosat-3 VIS radiometer, based on matchup data from 1988 to 1991. No data from DCC targets before January 1990 have been used since the instrument electronic gain setting gave rise to saturation. The image data were originally acquired with a binary resolution of 6 bit, but were converted into 8 bit before archiving. Since it has not been clear if and how the conversion can be reverted, the spectral response retrieval has been conducted on basis of the archived 8-bit sensor digital count numbers. The retrieval therefore includes the imprint of the conversion, which was a process that did not preserve the original information. The retrieved spectral response 200 days after launch deviates considerably from the Meteosat-7 prelaunch spectral response in the UV to red, but is fairly consistent in the NIR. The prelaunch measurements of the Meteosat-3 spectral response are not reproduced. The retrieved chromatic degradation is stronger in the UV and blue than in the red to NIR and proceeds faster in the first half of the mission than in the second half. Retrieved residual digital count numbers do reveal seasonal variations, but with a p-value of 0.475 the residual trend over time is insignificant.
Figure 14. Absolute spectral response function retrieved for the Meteosat-3 VIS radiometer, based on matchup data from 1988 to 1991—otherwise as Figure 9. Red dots mark scaled prelaunch measurements of the Meteosat-3 spectral response function. The uncertainty of these measurements is unknown.


Figure 15 illustrates the retrieved absolute spectral response function for the Meteosat-2 VIS radiometer, based on matchup data from 1982 to 1988. No data from ocean targets before November 1984 have been used because attempts to include them have introduced a trend over time in residual digital count numbers for ocean targets, possibly induced by stratospheric aerosols remaining from the volcanic eruption of El Chichón in March and April 1982. The eruption fell into the period between failure of the Stratospheric Aerosol and Gas Experiment (SAGE) in November 1981 and the onset of SAGE II in November 1984. Within this period, stratospheric aerosol optical depth was not measured with global coverage, and correcting the TOA spectral radiance simulation over ocean targets for the presence of stratospheric aerosols as accurately as for the Mount Pinatubo volcanic eruption [47] during the lifetime of Meteosat-4 has not been feasible. Like Meteosat-3, the image data were originally taken with a binary resolution of 6 bit, but the spectral response retrieval has been conducted on basis of the archived 8-bit sensor digital count numbers. The retrieved spectral response 300 days after launch deviates considerably from the Meteosat-7 prelaunch spectral response everywhere, in particular in the visible, but is substantially similar to the Meteosat-3 retrieval. The prelaunch measurements of the Meteosat-2 spectral response are reproduced in the blue. To a great degree the retrieval is similar to the Meteosat-2 prelaunch measurements. The retrieved chromatic degradation is stronger in the UV and blue than in the red to NIR and progresses at a constant rate. The retrieved residual digital count numbers do reveal seasonal variations, but with a $p$-value of 0.033 the residual trend over time is insignificant.
Figure 15. Absolute spectral response function retrieved for the Meteosat-2 VIS radiometer, based on matchup data from 1982 to 1988—otherwise as Figure 9. Red dots mark scaled prelaunch measurements of the Meteosat-2 spectral response function. The uncertainty of these measurements is unknown.

4. Discussion

Previous studies [9–11] that attempted to model the degradation of the MFG VIS spectral response were based on ad hoc practices to reduce the variance and inconsistency of MFG TOA reflectance time series, but not on metrological sound and traceable methods. Table 11 presents a conceptual comparison of this and previous studies, the most evident difference of which is the spectral degradation model.

Table 11. Conceptual comparison of this and previous studies [9–11] to model the degradation of the MFG VIS spectral response. The numbers in parentheses designate the number of model parameters.

<table>
<thead>
<tr>
<th>Aspect</th>
<th>This Study</th>
<th>Previous Studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>baseline method</td>
<td>inverse problem theory</td>
<td>ad hoc</td>
</tr>
<tr>
<td>metrological traceability</td>
<td>explicit</td>
<td>-</td>
</tr>
<tr>
<td>validation</td>
<td>artificial and real-world test cases</td>
<td>ad hoc</td>
</tr>
<tr>
<td>matchup datasets</td>
<td></td>
<td></td>
</tr>
<tr>
<td>pixel data</td>
<td>desert, ocean, DCC</td>
<td>desert, ocean, DCC, vegetation</td>
</tr>
<tr>
<td>pixel data uncertainty</td>
<td>explicit</td>
<td>implicit</td>
</tr>
<tr>
<td>TOA spectral radiance uncertainty</td>
<td>explicit</td>
<td>-</td>
</tr>
<tr>
<td>forward model</td>
<td></td>
<td></td>
</tr>
<tr>
<td>prelaunch spectral response</td>
<td>generic polynomial (11)</td>
<td>-</td>
</tr>
<tr>
<td>spectral degradation</td>
<td>based on plain physics (3)</td>
<td>ad hoc (3)</td>
</tr>
<tr>
<td>RTM or pixel selection bias</td>
<td>explicit (4)</td>
<td>-</td>
</tr>
<tr>
<td>retrieval</td>
<td></td>
<td></td>
</tr>
<tr>
<td>minimises</td>
<td>misfit</td>
<td>variance of time series</td>
</tr>
<tr>
<td>parameter uncertainty</td>
<td>computed by AD</td>
<td>computed by bootstrapping</td>
</tr>
<tr>
<td>parameter error covariance matrix</td>
<td>computed by AD</td>
<td>-</td>
</tr>
<tr>
<td>spectral error covariance matrix</td>
<td>computed by AD</td>
<td>-</td>
</tr>
</tbody>
</table>
Let $\lambda_c$ designate the central wavelength of the VIS channel before launch, then the degradation function that has been suggested previously [9–11] is

$$D(t, \lambda) = (e^{-at} + \beta(1 - e^{-at}))(1 + \gamma t(\lambda - \lambda_c)).$$ \hspace{1cm} (27)

If the chromatic degradation rate $\gamma$ is positive (or negative), the factor $1 + \gamma t(\lambda - \lambda_c)$ reduces (or enhances) the instrument spectral response for $\lambda < \lambda_c$, but enhances (or reduces) it for $\lambda > \lambda_c$. In other words, chromatic degradation is modelled as a linear function with a tipping point at the central wavelength. Such (unphysical) behaviour does not agree with the (physical) working hypothesis of this paper, which is that the absolute spectral response of the MFG VIS channel degrades over time (in a possibly asymmetric and differential way). Equation (27) must be interpreted in the context of modelling the change of the relative spectral response over time, which is not a physical approach and not the perspective of this study. A quantitative comparison of results between this and previous studies is therefore not feasible. Qualitatively, all previous studies agree with the result of this study, which is that the spectral degradation of the MFG VIS channels is stronger in the UV and blue than in the red and NIR. From the viewpoint of this study, however, the previous evidence of a prelaunch characterisation problem of the Meteosat-7 VIS spectral response [10] must be reinterpreted as evidence of an inadequate assessment of spectral degradation by Equation (27).

Another main conclusion from previous studies is the prognosis that the application of a spectral degradation model will induce a decadal stability of Meteosat-7 time series of Earth-reflected net radiation flux of about $0.66 \text{ W m}^{-2} \text{ decade}^{-1}$ [9]. Now considering this study, multiplying the residual trend of the Meteosat-7 retrieval (Table 10) with the Meteosat-7 prelaunch calibration coefficient (Table 3) induces the tentative conclusion that a stability of $0.09 \pm 0.02 \text{ W m}^{-2} \text{ decade}^{-1}$ is achievable for a data record of VIS TOA radiant exitance. Repeating this reckoning for the rest of MFG satellites yields tentative stability estimates (listed in Table 12) which, apart from Meteosat-6, are in tune with the Global Climate Observing System’s requirement on stability of the reflected TOA Earth Radiation Budget product of $0.3 \text{ W m}^{-2} \text{ decade}^{-1}$ [48].

Table 12. Tentative conclusion on expected stability of calibrated Meteosat VIS TOA radiance and corresponding radiant exitance. The latter is also expressed as fraction of the nominal Meteosat VIS solar irradiance [32].

<table>
<thead>
<tr>
<th>Satellite</th>
<th>Stability of VIS TOA Radiance $L_R$ W m$^{-2}$ sr$^{-1}$ decade$^{-1}$</th>
<th>Stability of VIS TOA Exitance $\pi L_R$ W m$^{-2}$ decade$^{-1}$</th>
<th>Fraction of VIS Solar Irradiance $%$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Meteosat-7</td>
<td>$0.030 \pm 0.005$</td>
<td>$0.09 \pm 0.02$</td>
<td>$0.013 \pm 0.003$</td>
</tr>
<tr>
<td>Meteosat-6</td>
<td>$0.741 \pm 0.144$</td>
<td>$2.33 \pm 0.45$</td>
<td>$0.337 \pm 0.065$</td>
</tr>
<tr>
<td>Meteosat-5</td>
<td>$-0.020 \pm 0.010$</td>
<td>$-0.06 \pm 0.03$</td>
<td>$-0.009 \pm 0.004$</td>
</tr>
<tr>
<td>Meteosat-4</td>
<td>$0.113 \pm 0.036$</td>
<td>$0.35 \pm 0.11$</td>
<td>$0.058 \pm 0.018$</td>
</tr>
<tr>
<td>Meteosat-3</td>
<td>$-0.144 \pm 0.205$</td>
<td>$-0.45 \pm 0.64$</td>
<td>$-0.075 \pm 0.106$</td>
</tr>
<tr>
<td>Meteosat-2</td>
<td>$-0.109 \pm 0.052$</td>
<td>$-0.34 \pm 0.16$</td>
<td>$-0.068 \pm 0.032$</td>
</tr>
</tbody>
</table>

The accuracy of results presented in this paper is in principle limited by two shortcomings. Firstly, the lack of ample prior information on the prelaunch VIS spectral response of all MFG satellites, in particular Meteosat-2 and Meteosat-3 which had been acquiring image data with a binary resolution of 6 bit only. Secondly, the presence of unknown target type-specific biases due to errors in, e.g., the target pixel selection and the simulation of TOA spectral radiance, which perturb the retrieval. Relative to the retrieved target type-specific bias for desert sites, the retrieved bias for ocean areas is considerably larger for the MFG VIS than for the MSG HRV radiometer. Assuming that the selection of desert and ocean pixels is accurate for MSG HRV scenes, the target type-specific biases retrieved for the MSG validation case (Table 7, V1.a) yield a mean relative error in the simulation of TOA spectral radiance over ocean targets with respect to desert sites of $\hat{\delta}_2 - \hat{\delta}_1 = -0.07 \pm 0.45$ percent. Repeating this calculation for the MFG radiometers reveals a statistical correlation of $\hat{\delta}_2 - \hat{\delta}_1$ with
the dynamic range of the radiometer: the lower the dynamic range, the more negative is \( \delta_2 - \delta_1 \). Figure 16 illustrates this correlation. The RTM is the same for MFG and MSG and therefore cannot explain the observed correlation. A possible reason for negative differences \( \delta_2 - \delta_1 \) are, e.g., undetected clouds over desert sites, the detection of which is less accurate for low dynamic range. In part, the presence of target type-specific biases may indeed be causally related to the dynamic range of the radiometer. The (number) frequency distribution of (non-digitised) radiance from specific Earth targets may displace when subjected to digitisation. The measure of possible absolute displacement depends on the binary resolution of the digitisation but the possible relative displacement will be largest for dark targets like ocean.

![Figure 16](image_url)

**Figure 16.** Retrieved target type-specific biases (i.e. ocean relative to desert, \( \delta_2 - \delta_1 \)) for MFG VIS and MSG HRV radiometers.

Despite the lack of prior information and the presence of target type-specific biases due to several reasons, the accuracy of the presented method can be improved by refining the identification of ocean and DCC pixels and augmenting the existing MFG matchup datasets with complementary target types, such as green vegetation. Within the composition of target type we have used, ocean targets contribute information in the UV and blue part of the spectrum only, desert targets provide information predominantly in the green to far red part of the spectrum, while DCC targets provide information predominantly in the UV to orange-red and some in the near infrared. This does not mean that DCC targets do not provide information in the red in general, but within the present composition of target types, most information in the red comes from desert targets. Targets with green vegetation, like the Nile delta, may contribute complementary information in the green to near infrared, despite the difficulty that the reflective properties of green vegetation targets are highly controlled by precipitation and will therefore exhibit considerable inter-annual variability. Another considerable improvement were the extraction of PICS data from original Level-0 rather than already processed Level-1.5 data, which would facilitate an individual treatment of the different detectors used in each MFG radiometer.

A companion report on the recalibration and uncertainty tracing of the MFG VIS channel [31] comes up with definite conclusions on the results and discussion presented in this study.
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Abbreviations

The following abbreviations are used in this manuscript:

- AD: Algorithmic differentiation
- BFGS: Broyden-Fletcher-Goldfarb-Shanno
- CEOS: Committee on Earth Observation Satellites
- CERES: Clouds and the Earth’s Radiant Energy System
- DCC: Deep convective clouds
- FCDR: Fundamental Climate Data Record
- GCOS: Global Climate Observing System
- HRV: High-Resolution Visible (channel of SEVIRI)
- IODC: Indian Ocean Data Coverage
- MERIS: Medium Resolution Imaging Spectrometer
- MFG: Meteosat First Generation
- MODIS: Moderate-resolution Imaging Spectroradiometer
- MSG: Meteosat Second Generation
- MVIRI: Meteosat Visible and Infrared Imager (on-board MFG satellites)
- NIR: Near-infrared
- PICS: Pseudo-invariant calibration site
- RTM: Radiative transfer modelling
- SAGE: Stratospheric Aerosol and Gas Experiment
- SCIAMACHY: Scanning Imaging Absorption Spectrometer for Atmospheric Chartography
- SeaWiFS: Sea-viewing Wide Field-of-view Sensor
- SEVIRI: Spinning Enhanced Visible and Infrared Imager (on-board MSG satellites)
- SI: International System of Units
- SSCC: SEVIRI Solar Channel Calibration
- TOA: Top-of-atmosphere
- TCDR: Thematic Climate Data Record
- UV: Ultraviolet
- VIIRS: Visible Infrared Imaging Radiometer Suite
- VIS: Visible (channel of MVIRI)
- WPFC: Wide Field and Planetary Camera

Appendix A. Deduction of The Instrument Degradation Function

Krijger et al. [25] have developed a physical model that describes the degradation of optical mirrors and diffusers in Space. Their model is based on the hypothesis that these optical elements are affected in flight by the deposition of thin absorbing films of contaminants, which build up slowly over time. The optical properties of these multi-layer contaminant films are described in terms of the Mueller matrix formalism to consider polarisation effects. The modelling approach has been illustrated and verified by way of application to the multiple scan mirrors of the Scanning Imaging Absorption Spectrometer for Atmospheric Chartography (SCIAMACHY).

For this work to model the spectral degradation of the MVIRI primary mirror the Mueller calculus of Krijger et al. [25] can be simplified, because incidence angles are small and angular effects are negligible. In addition, only a single contaminant layer is considered. These simplifications lead to a degradation function that is essentially equal to the transmittance of the contaminant film, consistent with assumptions and methods used in previous studies of instrument degradation [18,21]. The growth of spectral degradation over time follows from an exponential decay model.
Appendix A.1. Simple Mirror Degradation Model

A beam of radiation with intensity $I(\lambda)$ and intensity-normalised Stokes polarisation vector $\sigma \in \mathbb{R}^3, \|\sigma\| \leq 1$ incident on a radiometric instrument with primary mirror $M_1$ and $n-1$ consecutive optical elements $M_2, \ldots, M_n$ triggers the signal

$$s(\lambda) = m(\lambda) \left[ 1 \begin{array}{c} \mu \\ M_n \cdots M_2 M_1 \end{array} \right] \frac{1}{\sigma} I(\lambda) ,$$  \hspace{1cm} (A1)

where $m(\lambda)$ and $\mu \in \mathbb{R}^3$ denote the absolute radiation sensitivity and the polarisation sensitivity of the detector, respectively ([25], and references therein). The Mueller matrix $M_i \in \mathbb{R}^{4 \times 4}$ represents the $i^{th}$ optical element in terms of its polarisation properties. Without loss of generality this equation can be rewritten to

$$s(\lambda) = m(\lambda) \left[ 1 \begin{array}{c} \mu \\ M_1 \end{array} \right] I(\lambda)$$  \hspace{1cm} (A2)

where $m(\lambda)$ and $\mu$ refer to the combined radiation and polarisation sensitivities of the detector and all optical elements apart from the primary mirror. In the presence of a thin homogeneous attenuating film of contaminant deposited onto the surface of the primary mirror the attenuated signal is

$$s'(\lambda) = m(\lambda) \left[ 1 \begin{array}{c} \mu \\ M' M_1 M' \end{array} \right] I(\lambda) ,$$  \hspace{1cm} (A3)

where $M'$ denotes the Mueller matrix of the attenuation. The matrix $M'$ appears twice because the radiation traverses the contaminant film twice. For simplification, when neglecting refraction inside the contaminant and reflection at the film’s boundaries to the vacuum and the surface of the mirror, the attenuation is described by the Mueller matrix of an ideal absorber

$$M' = e^{-\kappa(\lambda) d(t)} I ,$$  \hspace{1cm} (A4)

where the transmittance $e^{-\kappa(\lambda) d(t)}$ follows from the absorption coefficient $\kappa(\lambda)$ and the geometric thickness $d(t)$ of the contaminant film, which depend on spectral wavelength and the time passed since launch explicitly. Since the identity matrix $I$, unlike the general matrix $M'$, commutes with any Mueller matrix, Equation (A3) simplifies to

$$s'(\lambda) = e^{-2\kappa(\lambda) d(t)} m(\lambda) \left[ 1 \begin{array}{c} \mu \\ M_1 \end{array} \right] I(\lambda)$$  \hspace{1cm} (A5)

which, applying Equation (A2), is equivalent to

$$\frac{s'(\lambda)}{s(\lambda)} = e^{-2\kappa(\lambda) d(t)} .$$  \hspace{1cm} (A6)

In conclusion, when neglecting reflection and refraction effects, the degradation function is equal to the transmittance of the contaminant film

$$D(t, \lambda) = e^{-2\kappa(\lambda) d(t)} .$$  \hspace{1cm} (A7)

Please note that the form of the degradation function does not change when the instrument is already contaminated at launch time $t = 0$, if the added attenuation factor $e^{-2\kappa(\lambda) d(0)}$ is subsumed under the absolute radiation sensitivity of the detector.
Appendix A.2. Thickening of the Contaminant Film over Time

Various studies have brought up or picked up the perspective that instrument performance degrades over time with exponential decay [12–16,18]. Let the contaminant originate from a finite reservoir and let \( d_a \) denote the asymptotic geometric thickness of the contaminant film that is reached when the reservoir is exhausted. Then assuming that the geometric thickness of the contaminant film grows at a rate that is proportional to the (thickness-equivalent) amount of material left in the reservoir yields the differential equation

\[
\frac{d}{dt} d(t) = \alpha_1 (d_a - d(t)) .
\]  

(A8)

where \( \alpha_1 \) is the constant of proportionality. Solving this differential equation with boundary condition \( d(0) = 0 \), i.e., no contaminant is deposited onto the mirror surface at launch time, yields the solution

\[
d(t) = d_a (1 - e^{-\alpha_1 t}) .
\]  

(A9)

Inserting this solution into Equation (A7) yields the degradation function

\[
D(t, \lambda) = \exp \left( -\tau(\lambda) (1 - e^{-\alpha_1 t}) \right) ,
\]  

(A10)

where

\[
\tau(\lambda) = 2d_a \kappa(\lambda)
\]  

(A11)

is the effective optical thickness of the contaminant film in the limit \( t \to \infty \), which determines the chromatic characteristics of the mirror degradation. In the optical thin limit \( \tau(\lambda) \ll 1 \) the degradation function approaches

\[
D(t, \lambda) = 1 - \tau(\lambda) (1 - e^{-\alpha_1 t}) ,
\]  

(A12)

which explains the aforementioned perspective.

Appendix A.3. Absorption Coefficient of the Contaminant Film

Multiple studies have presented examples for degradation of instrument performance in Space that is stronger in the UV and blue than in the red and near-infrared (CERES [15], MODIS [12,13], VIIRS [19]). For the VIS channel of MVIRI indirect evidence of an alike kind of chromatic degradation has been brought forth [8]. In the absence of contrary \textit{a priori} information, let the absorption coefficient \( \kappa(\lambda) \) of the contaminant film decrease over wavelength in proportion to \( \kappa(\lambda) \) itself, which implies the differential equation

\[
\frac{d}{d\lambda} \kappa(\lambda) = -\alpha_2 \kappa(\lambda) ,
\]  

(A13)

where \( \alpha_2 \) denotes the constant of proportionality. Integrating this differential equation yields the solution

\[
\kappa(\lambda) = \text{const.} \times e^{-\alpha_2 \lambda} ,
\]  

(A14)

which resembles an inverse power law for \( \alpha_2 > 0 \) and toward the grey limit \( \alpha_2 \to 0 \) approaches a linear function that is proportional to \( 1 - \alpha_2 \lambda \). Inserting this solution into Equation (A11) and subsuming the dimensionless constant of proportionality under an exponential term \( \alpha_3 \), the effective optical thickness of the contaminant film turns out to be

\[
\tau(\lambda) = e^{-\alpha_2 \lambda + \alpha_3} .
\]  

(A15)

Insertion into Equation (A10) yields the degradation function

\[
D(t, \lambda) = \exp \left( -(1 - e^{-\alpha_1 t}) e^{-\alpha_2 \lambda + \alpha_3} \right) .
\]  

(A16)
Unlike the surface-induced Rayleigh scattering model [19] that has been suggested to explain the observed degradation of the VIIRS and MODIS solar diffusers, the concluding Equation (A16) is not physically explanatory in detail. Figures A1 and A2 nevertheless demonstrate that Equation (A16) reproduces the ageing characteristics of the solar diffusers equally well or better, in particular in the UV and blue where Mie [49] scattering starts (cf. Figure 6 [19]).

Figure A1. Degradation function (A16) adjusted to compare with the ageing of the Aqua-MODIS solar diffuser depicted in Figure 2.

Figure A2. Degradation function (A16) optimised to model the MODIS and VIIRS solar diffuser degradation measured in July 2015 [13]. Dots mark the measured data.

Appendix B. Uncertainty Analysis and Metrological Traceability

In general, if the effects that contribute to any measurement or forward modelling uncertainty are identified and the associated uncertainties are quantified correctly and included with the residual terms of the cost function associated with an inverse problem, then the posterior error covariance matrix correctly quantifies the uncertainty of the solution to the inverse problem [33]. In consequence, the basis of the uncertainty analysis and metrological traceability when solving an inverse problem is to identify the effects that are sources of errors in measurement or forward modelling and to quantify the uncertainty associated with each error.

To describe the metrological traceability of quantities involved with a measurement a diagram may be drawn in the form of a "tree" centred on a measurement model. The measurement model may be written in terms of an explicit analytic expression, but may be defined by the iterative solution of an
implicit function equation through numeric computer code, too. Figure A3 illustrates such diagram
for the basic residual term of the cost function defined in Equation (17), which is
\[ C_R = C_E - C_S - (1 + 0) \int \psi(t, \lambda) L(\lambda, x) \, d\lambda + 0 . \] (A17)

Identifying the effects that are sources of errors in the evaluation of this term and quantifying
the associated uncertainties establishes the metrological traceability to the solution of the inverse
problem defined in Equations (19) and (20). The measurement model (or measurement equation) is
placed in the centre, and for each parameter within the equation the origin of uncertainties associated
with that quantity is considered. The sensitivity coefficients, expressed as partial derivatives, relate
an uncertainty in one indicated quantity to the uncertainty in the calculated quantity. Attached to
the uncertainty of any indicated quantity may be an expression for the equivalent uncertainty of
the calculated quantity, which is obtained from the law of propagation of uncertainty [37]. At the
end of each “twig” of this “tree”, there are the effects. The estimate or measurement of any term
in a measurement model will have one or more associated unknown errors. In establishing the
measurement, the uncertainty associated with each effect that gives rise to an error in any term in
the measurement model must be quantified. Usually all quantities in a measurement equation will
have one associated effect, some quantities will have several effects. Traversing the “twigs” of the
“tree” depicted in Figure A3 and successively applying the law of propagation of uncertainty yields the
uncertainty of the quantity on the left-hand side of Equation (A17)
\[ u(C_R) = \sqrt{ \left( u(C_E) \right)^2 + \left( u(C_S) \right)^2 + \left( u_x(C_L) \right)^2 + \left( u_B(C_L) \right)^2} . \] (A18)

Here \( u(C_E) \) and \( u(C_S) \) denote the uncertainties of mean instrument digital count numbers for
Earth and Space targets, while \( u_x(C_L) \) and \( u_B(C_L) \) denote the uncertainties of the instrument forward
model due to unknown errors in Earth surface and atmospheric state variables \( x \) and due to the error
in the Bernstein polynomial approximation of Equation (14), respectively.

**Appendix B.1. Uncertainty of Mean Instrument Digital Count Numbers**

The uncertainty of mean instrument digital count numbers taken for Earth and Space targets is
an immediate consequence of the pixel extraction and averaging process [8,26]. The distribution of
statistical errors in mean Earth and Space counts is assumed normal with standard deviation \( u(C_E) \)
and \( u(C_S) \), respectively. The combined uncertainty is included with the matchup datasets which are
input to the spectral response retrieval (see Figure 3).

**Appendix B.2. Uncertainty Due to Errors in Earth Surface and Atmospheric State Variables**

Let the errors in the Earth surface and atmospheric state variables \( x(\lambda) = (x_1(\lambda), \ldots, x_n(\lambda)) \) be
mutually independent. Then their associated spectral error covariance \( S_x(x_j; \lambda, \lambda') \) is transformed into
an uncertainty of the instrument forward model by
\[ u_x(C_L) = \sqrt{ \int\int \psi(t, \lambda) S_x(L; \lambda, \lambda') \psi(t, \lambda') \, d\lambda' \, d\lambda} , \] (A19)
where
\[ S_x(L; \lambda, \lambda') = \sum_j \frac{\partial L}{\partial x_j}(\lambda, x) \, S(x_j; \lambda, \lambda') \frac{\partial L}{\partial x_j}(\lambda', x) \] (A20)
is the spectral error covariance function of the radiance \( L(\lambda, x) \) due to errors in \( x \). For open ocean and
DCC targets the errors in all surface and atmospheric state variable are spectrally correlated such that
Equation (A19) simplifies to
with

\[
(u_{x_i}(C_L))^2 = \left( \int \psi(t, \lambda) \frac{\partial L}{\partial x_i}(\lambda, x) \, u(x_i(\lambda)) \, d\lambda \right)^2 \tag{A22}
\]

where \( u(x_i(\lambda)) \) denotes the uncertainty of the state variable \( x_i \) at spectral wavelength \( \lambda \), and the index \( k \) explicitly indicates summation of terms originating from spectrally correlated effects. For desert targets the errors in each surface state variable are spectrally independent, such as white noise. Let \( h \) denote the correlation length of the noise, here assumed equal to the spectral resolution of the RTM, then Equation (A19) evaluates to

\[
u_x(C_L) = \sqrt{\sum_i (u_{x_i}(C_L))^2 + \sum_k (u_{x_k}(C_L))^2} \tag{A23}
\]

with

\[
(u_{x_i}(C_L))^2 = \int \left( \psi(t, \lambda) \frac{\partial L}{\partial x_i}(\lambda, x) \, u(x_i(\lambda)) \right)^2 h \, d\lambda \tag{A24}
\]

where the indices \( i \) and \( k \) indicate separate summation of terms originating from spectrally independent surface and spectrally correlated atmospheric effects, respectively. All state variable uncertainties and all information to evaluate partial derivatives are included with the matchup datasets which are input to the spectral response retrieval (see Figure 3).
Appendix B.3. Uncertainty Due to Errors in the Bernstein Polynomial Approximation

The maximum error in the best approximation to a bounded function $f$ by an algebraic polynomial $P_n$ of degree $n$ is proportional to the modulus of continuity of $f$. Table A1 lists the standard deviation of the errors in the Bernstein polynomial approximation to the area-normalised Meteosat 7 prelaunch spectral response function for different polynomial degrees, Figure A4 shows selected examples. Note that the nominal Meteosat-7 prelaunch spectral response function is normalised to unit maximum, but not to unit area [36]. The distribution of Bernstein approximation errors is assumed normal and similar for all MFG satellites.

Table A1. Standard deviation of errors in the Bernstein polynomial approximation to the area-normalised Meteosat-7 spectral response function and corresponding area-normalised uncertainty of the instrument forward model for typical desert, open ocean, and DCC targets.

<table>
<thead>
<tr>
<th>Polynomial Degree $n$</th>
<th>Approximation Uncertainty $u(B_n)$ $\mu$m$^{-1}$</th>
<th>Model Uncertainty $g^{-1}u_B(C_L)$ W m$^{-2}$sr$^{-1}$ $\mu$m$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.125</td>
<td>0.436</td>
</tr>
<tr>
<td>3</td>
<td>0.125</td>
<td>0.436</td>
</tr>
<tr>
<td>4</td>
<td>0.077</td>
<td>0.269</td>
</tr>
<tr>
<td>5</td>
<td>0.046</td>
<td>0.160</td>
</tr>
<tr>
<td>6</td>
<td>0.038</td>
<td>0.133</td>
</tr>
<tr>
<td>7</td>
<td>0.034</td>
<td>0.119</td>
</tr>
<tr>
<td>8</td>
<td>0.030</td>
<td>0.105</td>
</tr>
<tr>
<td>9</td>
<td>0.028</td>
<td>0.098</td>
</tr>
<tr>
<td>10</td>
<td>0.028</td>
<td>0.098</td>
</tr>
<tr>
<td>20</td>
<td>0.022</td>
<td>0.077</td>
</tr>
</tbody>
</table>

Figure A4. Bernstein polynomial approximations to the area-normalised Meteosat-7 prelaunch spectral response function (red dots). EUMETSAT provides the nominal prelaunch spectral response function in relative form [36].

To obtain the absolute approximation uncertainty, the area-normalised approximation uncertainty $u(B_n)$ listed in the second column of Table A1 must be multiplied with the area (viz. gain factor) of the absolute spectral response function that is approximated

$$u_B(\psi(t, \lambda)) = g(t) \cdot u(B_n) \quad .$$

(A25)

Let $h$ denote the correlation length of the approximation error, here assumed equal to the spectral resolution of the RTM. Then the law of propagation of uncertainty transforms the absolute approximation uncertainty to the instrument forward model.
\[ u_B(C_L) = \sqrt{\int (L(\lambda, x) u_B(\psi(t, \lambda)))^2 \, d\lambda}. \]  

(A26)

The area-normalised approximation uncertainty \( u(B_n) \) listed in the second column of Table A1 is included with the job configuration, which is input to the spectral response retrieval (see Figure 4).

Appendix B.4. Zero Terms

The equation analysed in Figure A3 includes an additive zero term (indicated by the light blue shading). This zero term represents the recognition that all measurement models are approximations to the physical process they describe and considers the extent to which the equality of the measurement model may not hold. For example, if the measurement model is a linear equation, the additive zero term considers the extent to which the instrument may be non-linear. Similarly, if a measurement model includes a spectral integral determined numerically using a trapezium or rectangular rule, the additive zero considers the extent to which this rule acts as an approximation of the integrated quantity. Likewise, RTM calculations or the degradation modelling expressed in Equation (10) are only approximations to real processes and subsumed under the additive zero term.

Figure A3 also includes a multiplicative zero term (indicated by the orange shading). This zero term represents the recognition that RTM calculations of the TOA reference spectral radiance \( L(\lambda, x) \) or the target selection process may exhibit different mean errors for different target surface types. This multiplicative zero term is assumed zero \textit{a priori}, but is determined \textit{a posteriori}. The term is small in comparison to unity and negligible for the uncertainty analysis, but not negligible for solving the inverse problem.
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