Superpixel based Feature Specific Sparse Representation for Spectral-Spatial Classification of Hyperspectral Images
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Abstract: To improve the performance of the sparse representation classification (SRC), we propose a superpixel-based feature specific sparse representation framework (SPFS-SRC) for spectral-spatial classification of hyperspectral images (HSI) at superpixel level. First, the HSI is divided into different spatial regions, each region is shape- and size-adapted and considered as a superpixel. For each superpixel, it contains a number of pixels with similar spectral characteristic. Since the utilization of multiple features in HSI classification has been proved to be an effective strategy, we have generated both spatial and spectral features for each superpixel. By assuming that all the pixels in a superpixel belongs to one certain class, a kernel SRC is introduced to the classification of HSI. In the SRC framework, we have employed a metric learning strategy to exploit the commonalities of different features. Experimental results on two popular HSI datasets have demonstrated the efficacy of our proposed methodology.
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1. Introduction

With rich spectral information contained in tens or hundreds of spectral bands, hyperspectral images (HSI) has been successfully applied in a wide range of remote sensing applications such as land cover analysis [1–3], military surveillance [4,5], object detection [6], and precision agriculture [7–11], etc. Among these applications, image classification is an active topic, which aims to assign each pixel in the HSI into one unique semantic category or class.

During the past few years, a number of discriminative methods have been developed for pixel-based classification of HSI. Within these techniques, the Support vector machine (SVM) is a basic but efficient classifier [12]. Due to the advantage of handling different features, the random forest has also attracted wide attraction [13]. The neural network-based methods have proved to be an effective tool for classification, which has also been applied into the HSI [14]. However, the aforementioned methods focus more on the spectral information only, where the spatial information has not been adequately considered. Recently, some improved approaches have also been proposed, such as the composite kernel SVM [15], the ensemble-based random forest [16], and the random field-based method [17,18]. Furthermore, effective feature extraction techniques have developed for HSI classification, such as the principal component analysis (PCA) and its variations [19,20].
By defining a sequence of morphological operations on the first principal component of the HSI, the extended morphological profile (EMP) [21] can be acquired, which is found to be an advanced feature for HSI classification. Recently, Ghamisi et al. have also designed extinction profiles (EP) [22] for extracting the contextual information from remote sensing data.

The sparse representation classification (SRC)-based method has been found to be a powerful tool for numerous computer vision tasks. Originally proposed by Wright et al. in face recognition [23], the SRC has also been successfully applied into the HSI classification [24]. Assume that one test pixel in the HSI image can be reconstructed by a sparse dictionary using a few training samples, the corresponding sparse coefficients can determine correlation between the test pixel and the selected training samples in the dictionary. After the reconstruction of the test pixel based on the sparse coefficients and the selected training samples, the class of the test pixel can be labelled through identifying the one with the minimum reconstruction residual. To cope the spectral information with the spatial context, a Joint SRC (JSRC) model is proposed [24]. A fixed-size local region is predefined for each pixel and all the pixels within this region can share the same sparse representation from the dictionary. With the joint sparsity model, the SRC can improve its robustness against to the outliers and improve the classification accuracy. To improve the non-linear separability of the model, a kernel based JSRC (JKSRC) has also been proposed [25]. In [26], NLW-JSRC is developed by adding a nonlocal weight (NLW) to the neighbouring pixel around the test pixel. Furthermore, the multiscale adaptive model (MASR) [27] has been used to exploit the spatial information with differently sized regions, where a better performance than JSRC has been achieved.

For HSI data, the high dimensionality of the pixel vector often leads to huge computational burden. For SRC-based framework, the computational complexity can be even higher due to the large size of the dictionary to be constructed from the training samples in most circumstance. Thus, it is crucial to improve the efficacy of the SRC while maintaining the classification accuracy. Within the aforementioned methods, the spatial information of HSI is usually extracted from a fixed-size window or multiscale square windows, which also increases the computational burden. Recently, the utilization of superpixel [28] and other shape-adaptive filters [29] are used to find the homogeneous regions instead of square windows. In [30], Superpixel-based classification framework with multiple kernels (SC-MK) has been designed, and the experimental results indicate the efficacy of the approach. The superpixel-based SRC method [31] has also shown the superiority in terms of high classification accuracy and efficient computational speed.

The lack of sufficient training samples is another common problem in practical applications, which is also addressed in the proposed framework. For improving the classification accuracy, effective fusion of spectral and spatial features in the SRC-based classification framework have attracted increasing attention. Most of current SRC-based methods [32–35] utilize adaptive strategies to estimate the sparse coefficients and determine the label of the test pixel by the sum of residuals from all extracted features. In [32], a collaborative representation-based multitask learning framework is introduced for fusion of multiple extracted features, where the significance of each feature is represented by an adaptive weight. Zhang et al. have built a joint SRC-based multisource classification framework (ALWMJ-SRC) [33], where an locality adaptive weighting strategy is employed to improve the feature fusion from different data. In [34], a multiple feature adaptive SRC framework (MFASR) has been proposed, where the generated sparse coefficients are obtained adaptively to keep the feature-specific pattern for multiple feature learning. Moreover, the similar kernel version of the multiple feature SRC [35] has also been introduced and shown the significance of the non-linear separability. Although these approaches have shown relative good performance, the mechanism for fusion of multiple features needs be further analysed to derive a more robust strategy.

To improve the efficiency and maintain the classification accuracy under the circumstance of insufficient training samples, a superpixel-based feature specific sparse representation framework (SPFS-SRC) is proposed in this paper for the classification of HSI. First, the PCA analysis [19] is used to reduce the dimension of HSI. Second, the extended morphological profiles (EMPs) [21]
are extracted as spatial features from the 1st principle component. Afterwards, the linear spectral clustering (LSC) oversegmentation approach [36] is applied on the first three principle components to generate superpixels of the HSI. Pixels in each superpixel is assumed to share similar spatial-spectral characteristics. Before the classification, an online metric learning step is used for weighting each atom in the dictionary. With the kernel based sparse regularization, the sparse coefficients are obtained. Finally, instead of labelling each pixel in the superpixel, the recovered sparse coefficients can be jointly utilized to calculate the reconstruction residual and assign the class label for the whole superpixel, which can reduce the computational cost.

The main contributions of this paper can be highlighted as follows: (1) A superpixel-based sparse representation (SR) model is proposed for effective classification of HSIs with insufficient training samples; (2) By introducing the superpixel into the SRC model, the computational cost has been significantly reduced whilst maintaining the classification accuracy; (3) an online metric learning strategy is applied to exploit the discrimination of spatial and spectral features to further improve the classification accuracy.

The rest of this paper is organized as follows. Section 2 introduces the proposed SPFS-SRC method, along with a brief discussion of generic SRC-based HSI classification in Section 2.1. Section 3 details the experimental results on two commonly used remote sensing datasets, including the selection of key parameter and comparison with other state-of-the-art algorithms. Finally, further discussion and concluding remarks about our work are given in the Section 4.

2. The Proposed Method

2.1. SRC-Based HSI Classification

For a HSI image, one test pixel is denoted as \( y \in \mathbb{R}^{m} \) with \( m \) indicating the number of the spectral bands. By choosing the training samples randomly, a structured dictionary \( D = [D_1, ..., D_c, ..., D_C] \in \mathbb{R}^{m \times N} \) can be built. The sub-dictionary for the \( c \)th class is \( D_c \in \mathbb{R}^{m \times N_c} \), which is constructed by using the \( N_c \) training samples. \( N = N_1 + N_2 + ... + N_c + ... + N_C \) is the total number of training samples for all the \( C \) classes, and each training sample is regarded as an atom in the dictionary. Based on the observation that spectral pixels approximately exist in a low-dimension spanned by training samples from the same class, the SRC is extended to the HSI image classification [24]. Thus, a test pixel \( y \) with an unknown label can be sparsely approximated as a linear combination of all dictionary atoms:

\[
y = D \ast a
\]  

where \( a \in \mathbb{R}^{N \times 1} \) is the sparse coefficient vector, where the number of the dimension equals to the number of atoms in the dictionary. In the SRC, the number of non-zero entries in the sparse coefficient vector is denoted as the sparsity level. And the coefficient vector \( a \) can be determined by the following constrained problem:

\[
\hat{a} = \arg \min_a \| y - D \ast a \|_2, \| a \|_0 \leq L
\]  

where the \( \| . \|_2 \) and the \( \| . \|_0 \) denote the \( l_2 \) and \( l_0 \) norm, and the \( L \) represents the sparsity level. The above constrained problem is also known as a non-deterministic polynomial-time hard (NP-hard) problem. Generally, this NP-hard problem can be solved by greedy search algorithms such as orthogonal matching pursuit (OMP) [37]. After obtaining the sparse coefficient vector \( \hat{a} \), the class label of the test pixel \( y \) can be assigned according to the criterion of minimal reconstruction residual by:

\[
h = \arg \min_c \| y - D_c \ast \hat{a} \|_2
\]  

To further utilize the contextual information of the HSI, the JSRC [24] defined a fixed-size square window \( s \times s \) around an unknown class test pixel \( y_1 \), where all the pixels within this window are assumed to be in the same class when they are sparsely represented. They can be stacked into a matrix...
: \( Y = [y_1, \ldots, y_s \times s] \). By jointly considering the neighbouring pixels \( Y \) and the structured dictionary \( D \), the corresponding sparse coefficients can be approximated by:

\[
\hat{A} = \arg \min_A ||y - D \ast A||_2, ||A||_0 \leq L
\]  \hspace{1cm} (4)

and the class of the test pixel \( y_1 \) can be labelled as follows:

\[
\hat{c} = \arg \min_{c=1,\ldots,C} ||Y - D_c \ast \hat{A}_c||_2
\]  \hspace{1cm} (5)

Although the JSRC has a better classification accuracy than the SRC, it has several drawbacks: first, with the fixed (size and shape) window strategy, many unrelated pixels may be chosen to the test pixel whilst correlated pixels may be missed. Second, with unlabelled neighbouring pixels used for estimation, this may increase the computational time of the classifier. Besides, only the spectral information within a neighborhood is utilized in the classification framework, for which more robust spatial features are required. To address these issues, the designed superpixel-based feature specific SRC framework is proposed. According to the superpixel of the HSI, the spatial neighbouring region around each test pixel can be determined. During the classification, all the pixels within the superpixel are regarded from the same class and labelled simultaneously, which can significantly improve the efficiency of the SRC. To better exploit the spatial information, spatial features and the online metric learning strategy are applied for obtaining shared sparse matching from multiple features whilst maintaining the feature-specific sparse pattern.

### 2.2. The Proposed SPFS-SRC Method

Inspired by the aforementioned challenges and the success of SRC in HSI classification, we propose an improved SRC-based framework for the HSI classification. The framework consists of two components: superpixel generation, and kernel based SRC with proximity constraint using the online metric learning. Figure 1 shows the flowchart of the proposed framework, with the details discussed as follows.

**Figure 1.** The flowchart of the proposed SPFS-SRC framework.

#### 2.2.1. Superpixel Generation

For obtaining the superpixel map of the HSI, an efficient oversegmentation approach is applied firstly [36]. Since the HSI usually contains hundreds of bands, it is unrealistic to perform the segmentation on the raw data. For saving the computation cost, the PCA is applied to the HSI and the first three principal components are extracted and taken as a false-colored image for segmentation using
the LSC algorithm [36]. The LSC algorithm runs efficiently in linear complexity, which can optimize the segmentation cost function of normalized cut by applying the weighted k-means clustering strategy. The LSC algorithm proposes a novel relationship between the objective functions of the normalized cut and weighted k-means. Both objective functions can be equivalently optimised when the similarity between two points is equal to the weighted inner product between the two corresponding vectors [36]. During the superpixel generation process in our framework, the seeds are initialized with fixed spacing intervals in the false-colored image, and each seed is moved to its lowest neighbour. For each cluster, a weighted mean and a search center are calculated iteratively until the weighted means converge for all clusters. After grouping tiny superpixels, a superpixel map of HSI can be generated.

2.2.2. Superpixel-Based SRC

After creating the superpixel map, the original HSI can be divided into many spatial regions. Similar to the JSRC, pixels in each superpixel can be stacked into a matrix $Y_i = \begin{bmatrix} y_{i,1}, \ldots, y_{i,n_i} \end{bmatrix}$, where $i$ represents the index of the superpixel and $n_i$ denotes the number of pixels it contains. Because we assume that pixels in one superpixel share the same spectral characteristics, all those pixels are considered jointly in our SRC framework.

With a 3-D cube of the HSI, rich spatial information is contained along with the spectral information. The EMPs are extracted to represent the spatial information. With the EMPs and the raw spectral data, fusion of the spectral-spatial features can be applied into the HSI classification. Although it is very straightforward to stack the spatial feature and spectral feature together, the derived high dimensional data may lead the overfitting. In [32], a simple weighted strategy is applied into the calculation of the reconstruction residual, where the weights of all extracted features are defined empirically. In [33], an adaptive weight strategy is designed, which sets a high penalty to the zero sparse coefficients based on the previous iteration. In the Multiple Feature Adaptive SRC (MFASR) [34] approach, the label of the test pixel is also determined by the sum of residuals from all extracted features. However, for the above methods, the significance of each extracted feature is not used, as most of them consider each feature equally. It is crucial to consider the difference among extracted features and preserve the regularization between the test and training samples.

To this end, we impose an learned distance on the joint sparse representation constraint. The SRC problem can be modified accordingly as:

$$\hat{A}^k = \arg \min_A \sum_1^K \|Y^k - D^k * A^k\|_2^2 + \lambda \sum_1^K \|B^k \odot A^k\|$$  \hspace{1cm} (6)

where $k = 1, \ldots, K$ is the index of the extracted features, and $Y^k$, $D^k$ and $A^k$ are the test pixel matrix, dictionary and sparse coefficients matrix in the $k$th feature. The $B^k$ is the learned distance in the $k$th feature and $\odot$ represents the element-wise multiplication.

With the learned distance between test samples and training samples, the training samples which are more closed to the test ones would be used for the reconstruction, which is corresponding to the fact that similar samples are more likely to be in the same class. Therefore, we introduce an online metric learning strategy to preserve the locality of data between the test sample and training samples. Generally, the predefined Euclidean distance is employed to measure the data similarity. In this paper, we have applied an Mahalanobis-based distance to find the matching between the test and training samples with multiple features, which guarantees to obtain more accurate sparse coefficients [38,39]. The distance function between two samples $x_1$ and $x_2$ in the $k$th feature is defined as follows:

$$\hat{B}^k(x_1^k, x_2^k) = \sqrt{\omega^k g^k(x_1^k, x_2^k)}$$  \hspace{1cm} (7)

where $\omega^k$ is a nonnegative weight with the $k$th feature, and it is constrained by $\sum_1^K \omega^k = 1$; $g^k(x_1^k, x_2^k) = (x_1^k - x_2^k)^T M^k (x_1^k - x_2^k)$ is the distance function for the $k$th feature with the Mahalanobis metric $M^k$. 
Inspired by the LogDet Extract Gradient Online (LEGO) algorithm [38] and its application in visual tracking [39], our proposed method aims to learn the feature weight \( \omega \) and distance metric \( M^k \) iteratively. By acquiring the training sample pairs from the built dictionary for classification, we first defined two determination statements \( \phi_1 \) and \( \phi_2 \) for the training sample pairs. If the two samples in one training sample pair come from the same class, we assume that the ground truth of this training sample pair is “similar”, the condition \( \phi_1 \) is described as:

\[
\phi_1 = \begin{cases} 
\text{True}, & \text{if } g^k_{p-1}(x^k_1, x^k_2) = (x^k_1 - x^k_2)^T M^k_{p-1} (x^k_1 - x^k_2) \geq \theta_1 \\
\text{False}, & \text{otherwise}
\end{cases}
\] (8)

where \( p = 1, ..., P \) represents the number of iteration and \( P \) is equal to the number of training sample pairs; \( \theta_1 \) is the threshold for determining the similarity of training sample pair. \( M^k_{p-1} \) is the learned metric from the last iteration and \( g^k_{p-1} \) is the related distance function. If the \( \phi_1 \) holds true, the two samples in this part does not match the ground truth, otherwise this pair matches the ground truth. Likewise, if the two samples in one training sample pair comes from different classes, we assume that the ground truth of this training sample pair is “dissimilar”, the statement is depicted as:

\[
\phi_2 = \begin{cases} 
\text{True}, & \text{if } g^k_{p-1}(x^k_1, x^k_2) = (x^k_1 - x^k_2)^T M^k_{p-1} (x^k_1 - x^k_2) \leq \theta_2 \\
\text{False}, & \text{otherwise}
\end{cases}
\] (9)

If the \( \phi_2 \) holds true, the two samples in this pair does not match the ground truth. Otherwise, the determination is corresponding to the ground truth.

Although the training sample pairs can be acquired from the built dictionary before classification, we design an online based metric learning process to fully exploit the correlation between the training sample pairs. The training sample pairs of each feature are selected randomly to learn the Mahalanobis metric \( M^k \). For the feature weight \( \omega^k \), it is updated by using the Hedge algorithm [40]. With all selected training sample pairs, the weight and metric for each feature are obtained as follows:

1. Weight updating

The weight for each feature can be estimated using the Hedging algorithm as follows [40]:

\[
\omega^{k,p} = \omega^{k,p-1} \beta_g^p
\] (10)

\[
\omega^{k,t} = \frac{\omega^{k,p}}{\sum_k \omega^{k,p}}
\] (11)

where \( \beta \in (0, 1) \) is a penalty coefficient; if the training sample pair for the \( k \)th feature meets the conditions in Equations (8) or (9), we have \( \xi = 1 \), otherwise it is 0. if the determined result of the training sample pair for the \( k \)th feature is against the ground truth, the feature weight is penalized.

2. Metric Updating

According to the LEGO algorithm [38], if the training sample pair for the \( k \)th feature is punished based on the judgement, the Mahalanobis metric \( M^k \) is updated by:

\[
M^{k,p} = M^{k,p-1} - \frac{\eta(v - td)M^{k,p-1}(x^{k,p}_1 - x^{k,p}_2)(x^{k,p}_1 - x^{k,p}_2)^T M^{k,p-1} 1 + \eta(v - td)(x^{k,p}_1 - x^{k,p}_2)M^{k,p-1}(x^{k,p}_1 - x^{k,p}_2)^T}{2\eta^2(x^{k,p}_1 - x^{k,p}_2)^2M^{k,p-1}M^{k,p-1}(x^{k,p}_1 - x^{k,p}_2)}
\] (12)

\[
v = \frac{\eta d(x^{k,p}_1 - x^{k,p}_2)M^{k,p-1}(x^{k,p}_1 - x^{k,p}_2) - 1 + \eta \sqrt{d(x^{k,p}_1 - x^{k,p}_2)M^{k,p-1}(x^{k,p}_1 - x^{k,p}_2) - 1} + \sqrt{d(x^{k,p}_1 - x^{k,p}_2)M^{k,p-1}(x^{k,p}_1 - x^{k,p}_2) - 1} + \sqrt{d(x^{k,p}_1 - x^{k,p}_2)M^{k,p-1}(x^{k,p}_1 - x^{k,p}_2) - 1}}{2\eta^2(x^{k,p}_1 - x^{k,p}_2)^2M^{k,p-1}M^{k,p-1}(x^{k,p}_1 - x^{k,p}_2)}
\]

where \( td \) denotes the target distance measured by using the Euclidean distance between two sample points instead of a fixed value. On the other hand, if the evaluation of the training sample pair is exactly the same as defined in the ground truth, the metric is maintained.
The proposed weight and metric updating algorithm is summarized in Algorithm 1. With the obtained metric and feature weights, the distance $B^k$ can be calculated. During the training process, the obtained Mahalanobis-based metric can be more discriminative to reflect the importance of each feature.

**Algorithm 1** Online metric learning.

1: **Input:** initialize feature weight $\omega^0_k = \frac{1}{K}$; Metric $M^0_k$, $k = 1, ..., K$; $\beta$; $\eta$;
2: Initialisation: Generate $P$ training sample pairs randomly: $(x_1^k, p_1^k), (x_2^k, p_2^k)$, where $p = 1, ..., P$ and $k = 1, ..., K$.
3: for $p = 1$ to $P$ do
4: for $k = 1$ to $K$ do
5: case 1: % similar pairs
6: if $\phi_1$ holds true then
7: $\zeta = 1$, update weight $\omega_{k,p}$ by (10) and $M^k_p$ by (12);
8: else
9: $\zeta = 0$
10: end if
11: case 2: % dissimilar pairs
12: if $\phi_2$ holds true then
13: $\zeta = 1$, update weight $\omega_{k,p}$ using Equation (10) and $M^k_p$ using Equation (12);
14: else
15: $\zeta = 0$
16: end if
17: end for
18: Update weight by (11);
19: end for
20: **Output:** $M^k, k = 1, ..., K$ and $\omega_k, k = 1, ..., K$;

Since we have extracted the EMPs as the spatial features, the kernel based SRC is utilized to estimate the sparse coefficients for improving the non-linear separability of SRC:

$$\hat{A}_k = \arg \min_{A_k} \sum_{k} ||Y_{k} - D_{k} \ast A_k||_2^2 + \lambda \ast \sum_{k} ||B_{k} \odot A_k||$$  \hspace{1cm} (13)

where the radial basis function (RBF) is used as the operated kernel function, and $\phi$ represents the kernel domain. With the estimated sparse coefficients in each feature, the label for all pixels of the superpixel can be assigned to the class with the minimum sum of residuals from multiple features:

$$\hat{c} = \arg \min_{c=1, ..., C} \sum_{k} ||Y_{k} - D_{k,c} \ast \hat{A}_{k,c}||_2$$  \hspace{1cm} (14)

The whole SPFS-SRC algorithm is summarized in Algorithm 2.
Algorithm 2  SPFS-SRC.

1. **Input:** raw HSI data  
2. **Feature extraction:** Utilize PCA to extract principle components and then use the first component to generate EMPs as the spatial feature.  
3. **Superpixel generation:** Apply the LSC algorithm to create superpixel map by using the first three components of HSI.  
4. **Metric learning:** Learn the weight of each feature and update the distance between training samples and test samples.  
5. **Superpixel classification:** Classify each superpixel based on SRC and learned metrics.  
6. **Output:** Classification map;

3. Experimental Results

3.1. Datasets

To demonstrate the performance of our proposed framework, two publicly available remote sensing datasets have been used. The first one is the Pavia University (PaviaU) dataset, which is collected by the Reflective Optics System Imaging Spectrometer (ROSIS) sensor over the urban area surrounding the University of Pavia, Italy. With the ROSIS sensor, a HSI with the spatial resolution of 1.3 m/pixel and the spectral range between 0.43 to 0.86 µm were captured. The PaviaU dataset has 103 spectral bands and its spatial size is 610 × 610. As part of the image has no information, a cropped image of 610 × 340 pixels is employed in the experiment. This dataset has 42776 labelled samples in 9 semantic categories, the number of samples in each class are quite unbalanced. The details of the PaviaU dataset and the generated superpixel map are shown in Figure 2.

![Figure 2. The superpixel generation process of the PaviaU dataset. (a) the ground truth, (b) the first three components of the HSI data, (c) the produced superpixel map.](image)

The second dataset is the Indian Pine dataset. It was captured using the Airborne Visible/Infrared Imaging Spectrometer (AVIRIS) over the agricultural experimental site in North-western, Indian, USA. This dataset has a spatial size of 145 × 145 pixels with 16 labelled land cover classes. The original hyperspectral data contains 224 spectral bands, in our experiments, 24 bands were removed due to the water absorption. The number of samples in all 16 classes are rather unbalanced than the PaviaU
dataset, for instance, there are only 20 labelled samples in the semantic class “oats”. Figure 3 shows the reference image of the Indian Pine dataset and the generated superpixel map.

![Image](image_url)

**Figure 3.** The superpixel generation process of the Indian Pine dataset. (a) the ground truth, (b) the first three components of the HSI data, (c) the produced superpixel map.

### 3.2. Parameter Settings

In this paper, three common metrics have been used for quantitative performance evaluation, including the overall accuracy (OA), the average accuracy (AA) and the Kappa coefficient. OA reflects the percentage of correctly classified pixels, whilst AA denotes the mean of the class based classification accuracy. The Kappa coefficient represents the consistency of the classification result, which is estimated based on the confusion matrix. For these two datasets, the training data are selected randomly from all samples and the rest are used for testing. All experiments are completed with a 16 GB Intel i5-6500 CPU on the MATLAB 2017b.

In our online metric learning strategy, there are four predefined parameters, which include: two thresholds $\theta_1$, $\theta_2$, the discounting parameter $\beta$ and one regularization parameter $\eta$. To validate the effect of those four parameters on the OA, related experiments are carried out on both datasets. For the PaviaU dataset, 20 randomly selected training samples per class are used to train the classifier. In total we have 180 training sample pairs from 9 classes, include 90 “similar” pairs and 90 “dissimilar” training pairs, to guarantee the metric learning approach. The experimental results are shown in Figures 4 and 5, and all experiments are repeated 10 times, where the OA is the average value on the 10 experiments.

![Image](image_url)

**Figure 4.** The effect of $\beta$ and $\eta$ on OA(%). (a) $\beta$, (b) $\eta$. 
As seen in Figure 4, the discounting parameter $\beta$ and the regularization parameter $\eta$ have limited effect on the OA, from which we can assume that our approach is insensitive to these two parameters. In our experiments, the penalization parameter is chosen as 0.9, and $\eta$ is set to 0.2 as suggested in [38,39]. For two thresholds $\theta_1$ and $\theta_2$, they were set to 0.8 and 1.5 according to Figure 5, respectively. For the Indian Pine dataset, same parameters are adopted while 16 “similar” sample pairs and 16 “dissimilar” sample pairs have randomly chosen from the training samples.

3.3. Comparison Experiments

To evaluate the performance of our framework under the situation of a small number of training samples, we have compared our framework with some state-of-the-art algorithms, including the support vector machine (SVM), the composite kernel support vector machine (CK-SVM) [15], the JSRC and the JKSRC [24,25], the MASR [27], the MFASR [34]. To better detect the effect of the our proposed online metric learning approach, a superpixel-based SRC model (SPSRC) without metric learning is also applied.

The parameter settings for the proposed approach and other compared methods are summarized as follows. The parameters of the proposed SPFS-SRC method, the SPSRC method, and the SVM-based algorithm, including kernel parameters and the regularization parameters, are all determined via cross-validation. For JSRC and JKSRC, the default parameters suggested in [15] are adopted yet based on our own implementation of the algorithms. For other methods including CK-SVM, MASR and MFASR, experiments are tested on original codes with the default parameters. For CK-SVM and MFASR, the same spatial and spectral features are utilized for consistency. In addition, for all SRC-based methods, the sparsity level is set to 3 for efficiency.

For the PaviaU dataset, 20 samples per class are randomly selected for training, whilst the rest samples are utilized for testing. For the Indian Pine dataset, the number of samples in each class are rather unbalanced, for example, there are only 26 samples and 20 samples in the class “Grass-pasture-mowed” and “Oats”. Hence, for each class we select 1% of the samples or 2 if the total number of samples in that class is below 200 for training, and the rest samples are used for testing. The number of samples used for training and testing in each class in the two datasets are listed in Tables 1 and 2, respectively. After random selection of training samples in both datasets, the chosen training samples are excluded in each superpixel to avoid the inaccurate estimation of classification accuracy. The experimental results are shown in Tables 3 and 4 and Figures 6 and 7, and the corresponding confusion matrices for the PaviaU dataset and the Indian Pine dataset are shown in Tables 5 and 6, respectively.
Table 1. Number of training and testing samples in each class for the PaviaU dataset.

<table>
<thead>
<tr>
<th>PaviaU Dataset</th>
<th>Class</th>
<th>Sample</th>
<th>Class</th>
<th>Sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>Label</td>
<td>Name</td>
<td>Train</td>
<td>Test</td>
<td>Label</td>
</tr>
<tr>
<td>1</td>
<td>Asphalt</td>
<td>20</td>
<td>6611</td>
<td>6</td>
</tr>
<tr>
<td>2</td>
<td>Meadows</td>
<td>20</td>
<td>18,629</td>
<td>7</td>
</tr>
<tr>
<td>3</td>
<td>Gravel</td>
<td>20</td>
<td>2079</td>
<td>8</td>
</tr>
<tr>
<td>4</td>
<td>Trees</td>
<td>20</td>
<td>3044</td>
<td>9</td>
</tr>
<tr>
<td>5</td>
<td>Painted metal sheets</td>
<td>20</td>
<td>1325</td>
<td>Total</td>
</tr>
</tbody>
</table>

Table 2. Number of training and testing samples in each class for the Indian Pine dataset.

<table>
<thead>
<tr>
<th>Indian Pine Dataset</th>
<th>Class</th>
<th>Sample</th>
<th>Class</th>
<th>Sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>Label</td>
<td>Name</td>
<td>Train</td>
<td>Test</td>
<td>Label</td>
</tr>
<tr>
<td>1</td>
<td>Alfalfa</td>
<td>2</td>
<td>44</td>
<td>9</td>
</tr>
<tr>
<td>2</td>
<td>Corn-notill</td>
<td>14</td>
<td>1414</td>
<td>10</td>
</tr>
<tr>
<td>3</td>
<td>Corn-min</td>
<td>9</td>
<td>821</td>
<td>11</td>
</tr>
<tr>
<td>4</td>
<td>Corn</td>
<td>3</td>
<td>234</td>
<td>12</td>
</tr>
<tr>
<td>5</td>
<td>Grass/pasture</td>
<td>5</td>
<td>478</td>
<td>13</td>
</tr>
<tr>
<td>6</td>
<td>Grass/trees</td>
<td>8</td>
<td>722</td>
<td>14</td>
</tr>
<tr>
<td>7</td>
<td>Grass/pasture-mowed</td>
<td>2</td>
<td>26</td>
<td>15</td>
</tr>
<tr>
<td>8</td>
<td>Hay-windowed</td>
<td>5</td>
<td>473</td>
<td>16</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>114</td>
<td>10,135</td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Classification results from different approaches for the PaviaU dataset with 20 training samples per class (Best result of each row is marked in bold type).

<table>
<thead>
<tr>
<th>Methods</th>
<th>SVM</th>
<th>CK-SVM</th>
<th>JSRC</th>
<th>JKSRRC</th>
<th>MASR</th>
<th>MFASR</th>
<th>SPSRC</th>
<th>SPFS-SRC</th>
</tr>
</thead>
<tbody>
<tr>
<td>OA (%)</td>
<td>78.04±0.04</td>
<td>89.05±0.03</td>
<td>64.12±0.04</td>
<td>73.81±0.04</td>
<td>78.97±0.03</td>
<td>84.16±0.02</td>
<td>88.98±0.03</td>
<td>91.51±0.01</td>
</tr>
<tr>
<td>AA (%)</td>
<td>81.64±0.01</td>
<td>94.03±0.01</td>
<td>53.40±0.05</td>
<td>66.53±0.04</td>
<td>73.00±0.03</td>
<td>95.65±0.01</td>
<td>85.80±0.03</td>
<td>88.92±0.02</td>
</tr>
<tr>
<td>Kappa</td>
<td>0.68±0.04</td>
<td>0.66±0.04</td>
<td>0.61±0.04</td>
<td>0.75±0.02</td>
<td>0.82±0.01</td>
<td>0.86±0.02</td>
<td>0.91±0.01</td>
<td>0.92±0.01</td>
</tr>
<tr>
<td>Time (s)</td>
<td>6.12±0.01</td>
<td>11.12±0.03</td>
<td>61.99±0.01</td>
<td>57.80±0.01</td>
<td>331.87±12.57</td>
<td>266.05±10.87</td>
<td>5.77±0.02</td>
<td>12.1±0.01</td>
</tr>
</tbody>
</table>

Table 4. Classification results from different approaches for the Indian Pine dataset with 1% training samples (Best result of each row is marked in bold type).

<table>
<thead>
<tr>
<th>Methods</th>
<th>SVM</th>
<th>CK-SVM</th>
<th>JSRC</th>
<th>JKSRRC</th>
<th>MASR</th>
<th>MFASR</th>
<th>SPSRC</th>
<th>SPFS-SRC</th>
</tr>
</thead>
<tbody>
<tr>
<td>OA (%)</td>
<td>54.90±0.02</td>
<td>62.35±0.02</td>
<td>65.20±0.02</td>
<td>70.37±0.04</td>
<td>80.21±0.02</td>
<td>81.79±0.04</td>
<td>82.38±0.03</td>
<td>83.71±0.01</td>
</tr>
<tr>
<td>AA (%)</td>
<td>55.71±0.02</td>
<td>58.47±0.07</td>
<td>60.15±0.03</td>
<td>65.98±0.05</td>
<td>77.27±0.02</td>
<td>82.71±0.02</td>
<td>79.82±0.03</td>
<td>81.36±0.01</td>
</tr>
<tr>
<td>Kappa</td>
<td>0.48±0.02</td>
<td>0.57±0.03</td>
<td>0.66±0.02</td>
<td>0.68±0.03</td>
<td><strong>0.81±0.02</strong></td>
<td>0.79±0.02</td>
<td><strong>0.81±0.03</strong></td>
<td>0.80±0.04</td>
</tr>
<tr>
<td>Time (s)</td>
<td>1.60±0.02</td>
<td>6.42±0.02</td>
<td>7.65±0.12</td>
<td>16.43±0.75</td>
<td>137.57±2.56</td>
<td>13.45±0.52</td>
<td><strong>0.32±0.02</strong></td>
<td>1.22±0.02</td>
</tr>
</tbody>
</table>
Figure 6. The classification map of the PaviaU dataset. (a) the Ground Truth (GT), (b) SVM, (c) CK-SVM, (d) JSRC, (e) KSRC, (f) MASR, (g) MFASR, (h) SPSRC, (i) SPFS-SRC.
Figure 7. The classification map of the Indian Pine dataset. (a) the Ground Truth (GT), (b) SVM, (c) CK-SVM, (d) JSRC, (e) KSRC, (f) MASR, (g) MFASR, (h) SPSRC, (i) SPFS-SRC.

Table 5. The confusion matrix of the proposed SPFS-SRC from the PaviaU dataset corresponding to Table 3.

<table>
<thead>
<tr>
<th>Predicted</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>6278.8</td>
<td>0</td>
<td>2.3</td>
<td>78</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>152</td>
<td>7.1</td>
</tr>
<tr>
<td>2</td>
<td>0.7</td>
<td>16721.4</td>
<td>0</td>
<td>133.8</td>
<td>0</td>
<td>332.1</td>
<td>0</td>
<td>4.7</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>81.2</td>
<td>159.9</td>
<td>1945.5</td>
<td>13.9</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>183.6</td>
<td>52.6</td>
</tr>
<tr>
<td>4</td>
<td>13.8</td>
<td>262.7</td>
<td>5.4</td>
<td>2772.1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>52.9</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1282.6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>63.9</td>
</tr>
<tr>
<td>6</td>
<td>0.3</td>
<td>1381.5</td>
<td>0</td>
<td>6.6</td>
<td>0</td>
<td>4676.9</td>
<td>0</td>
<td>15.5</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>94.6</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>1281.9</td>
<td>0.8</td>
<td>49.1</td>
</tr>
<tr>
<td>8</td>
<td>141.6</td>
<td>13.5</td>
<td>110.8</td>
<td>34.6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3268</td>
<td>9.1</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>90</td>
<td>6</td>
<td>3</td>
<td>42.4</td>
<td>0</td>
<td>12.6</td>
<td>0</td>
<td>745.2</td>
</tr>
</tbody>
</table>
Table 6. The confusion matrix of the proposed SPFS-SRC from the Indian Pine dataset corresponding to Table 4.

<table>
<thead>
<tr>
<th>Predicted</th>
<th>Class 1</th>
<th>1</th>
<th>0</th>
<th>0.4</th>
<th>39.7</th>
<th>0</th>
<th>0</th>
<th>38.5</th>
<th>0</th>
<th>0.8</th>
<th>0</th>
<th>0</th>
<th>0.2</th>
<th>0</th>
<th>0.4</th>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>41.1</td>
<td>1</td>
<td>0</td>
<td>0.4</td>
<td>39.7</td>
<td>0</td>
<td>0</td>
<td>38.5</td>
<td>0</td>
<td>0.8</td>
<td>0</td>
<td>0</td>
<td>0.2</td>
<td>0</td>
<td>0.4</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>1.5</td>
<td>1070.7</td>
<td>37.3</td>
<td>21.6</td>
<td>1.5</td>
<td>1.4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>58.4</td>
<td>122</td>
<td>79.9</td>
<td>0</td>
<td>0</td>
<td>2.3</td>
<td>4.4</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>20.6</td>
<td>637.2</td>
<td>7.8</td>
<td>3.9</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>27.2</td>
<td>27.6</td>
<td>27.7</td>
<td>0</td>
<td>0</td>
<td>0.8</td>
<td>8.7</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0.3</td>
<td>14.2</td>
<td>167.9</td>
<td>0</td>
<td>0.7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4.3</td>
<td>17.6</td>
<td>0</td>
<td>0</td>
<td>0.1</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0.1</td>
<td>0</td>
<td>0</td>
<td>380.6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.6</td>
<td>0</td>
<td>0</td>
<td>0.8</td>
<td>1.9</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>1.2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>627.6</td>
<td>0</td>
<td>0</td>
<td>11.8</td>
<td>0</td>
<td>7.2</td>
<td>0</td>
<td>0</td>
<td>3.1</td>
<td>7.7</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>18</td>
<td>0</td>
<td>26</td>
<td>2.6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>431.9</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>44.5</td>
<td>0</td>
<td>0</td>
<td>5.6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>76.2</td>
<td>62.2</td>
<td>1.8</td>
<td>6.2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>801.6</td>
<td>84.6</td>
<td>33.4</td>
<td>0</td>
<td>0</td>
<td>6.2</td>
<td>0.6</td>
</tr>
<tr>
<td>11</td>
<td>0.4</td>
<td>209.4</td>
<td>56.5</td>
<td>11</td>
<td>3.4</td>
<td>14.6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>40.8</td>
<td>2169.2</td>
<td>55.6</td>
<td>0</td>
<td>0</td>
<td>1.3</td>
<td>3.2</td>
</tr>
<tr>
<td>12</td>
<td>0</td>
<td>31.7</td>
<td>13.6</td>
<td>33.4</td>
<td>7.7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>30.2</td>
<td>15.1</td>
<td>351.3</td>
<td>0</td>
<td>0</td>
<td>2.4</td>
<td>8.4</td>
</tr>
<tr>
<td>13</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>201</td>
<td>0</td>
<td>0</td>
<td>0.4</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>0</td>
<td>2.8</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>15.4</td>
<td>29</td>
<td>0</td>
<td>0</td>
<td>0.6</td>
<td>2.1</td>
<td>0</td>
<td>0</td>
<td>1234.6</td>
<td>88.6</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>12.4</td>
<td>271.8</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1.6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>20.5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>65.7</td>
<td></td>
</tr>
</tbody>
</table>

As seen in Tables 3 and 4, our proposed framework achieves the best performance in the PaviaU dataset with only 20 training samples per class. Many algorithms cannot gain satisfactory classification result even with the aid of the spatial information. It can be noticed that our proposed method performs better than our baseline approach, where the OA is improved about 2.5% after the utilization of the online metric learning strategy. This has clearly demonstrated the efficacy of this strategy and the Mahalanobis-based distance. In the Indian Pine dataset, our approach also achieves the highest OA among all compared algorithms. With the aid of the weight from the online metric learning strategy, the OA is also improved from the baseline approach.

4. Discussion and Conclusion

During the last several years, various approaches have been proposed to improve the performance of HSI classification. In this paper, we propose a superpixel-based feature specific SRC framework to fully exploit the spectral-spatial features of the HSI. A superpixel map is generated to acquire better spatial information and save computational cost. After the superpixel generation, a SRC-based classifier is designed to assign each superpixel into certain category. With our proposed SRC-based classifier, it can be noticed that our approach achieves a better performance than other methods in both datasets.

In this paper, we have also designed an online Mahalanobis-based metric learning strategy to acquire better matching between the training and test samples. With this mechanism, we have achieved the best performance in both datasets, and we also improve the OA in the PaviaU dataset from the baseline method’s 88.98% to 91.51%, and in Indian Pine dataset from 82.38% to 83.71%. From the experimental results, the learned metric can improve the discriminative ability of the SRC without high computational burden. For the learned metric, four determined parameters are discussed. For the discounting parameter $\beta$ and regularization parameter $\eta$, corresponding results show that these two parameters are robust to the OA. As for the two thresholds $\theta_1$ and $\theta_2$ that determined the defined statement, they were set by empirically. By searching the value from 0.5 to 2, optimal parameters were chosen. From the confusion matrix of PaviaU dataset, we have found that quite a number of samples from class 6 ‘bare soil’ have been misclassified into the class 2 as ‘meadows’. However, less samples from class 2 ‘meadows’ are misclassified as ‘bare soil’ in class 6. This is possibly due to inaccurate ground truth caused by spectral mixing as there can be grasses grown in regions labeled as ‘bare soil’.
On the other hand, there may be also small regions of ‘bare soil’ in labelled ‘meadows’ regions. This explains the high error rate from class 6 to class 2, yet the low error rate from class 2 to class 6.

The future work can be summarized as follows: firstly, we will work on a more reliable superpixel generation approach, aiming to produce superpixels for classification and maintain the superpixel boundaries to adhere well to the natural boundaries. Especially for small images like the Indian Pine dataset, a more accurate superpixel map is desirable. Secondly, we will dedicate to design a more robust online metric learning strategy, which can reduce the number of parameters and provide even better matching between training samples and test sample. Thirdly, for our framework, more features will be explored in the future, even with an automatic feature selection method such as band selection [41–43].
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