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Abstract: To date, there is no long-term, stable, and uncertainty-quantified dataset of upper tropospheric humidity (UTH) that can be used for climate research. As intermediate step towards the overall goal of constructing such a climate data record (CDR) of UTH, we produced a new fundamental climate data record (FCDR) on the level of brightness temperature for microwave humidity sounders that will serve as basis for the CDR of UTH. Based on metrological principles, we constructed and implemented the measurement equation and the uncertainty propagation in the processing chain for the microwave humidity sounders. We reprocessed the level 1b data to obtain newly calibrated uncertainty quantified level 1c data in brightness temperature. Three aspects set apart this FCDR from previous attempts: (1) the data come in a ready-to-use NetCDF format; (2) the dataset provides extensive uncertainty information considering correlation behaviour of the underlying errors; and (3) inter-satellite biases have been understood and reduced by an improved calibration. Providing a detailed uncertainty budget on these data, this new FCDR provides valuable information for a climate scientist and also for the construction of the CDR.
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1. Introduction

We constructed a new fundamental climate data record (FCDR) that stores the brightness temperature measured by the microwave humidity sounders Special Sensor Microwave Water Vapor Profiler (SSMT-2), Advanced Microwave Sounding Unit-B (AMSU-B) and Microwave Humidity Sounder (MHS) installed on board polar orbiting satellites. This FCDR overcomes certain problems of the available historical operational data of these instruments, which were not designed for climate monitoring, but for assimilation in numerical weather prediction (NWP). As these datasets now cover more than 20 years, they become increasingly relevant for climate science. Climate research requires long-time, consistent and uncertainty-quantified data records that the available operational datasets do not provide. New aspects of our FCDR are: (1) easy handling and removal of sampling artefacts originating from overlapping orbit files; (2) extensive pixel-level uncertainty information considering correlation behaviour of the underlying errors—a strategy based on metrological principles; and (3) understanding and reducing inter-satellite biases by an improved calibration. The new FCDR shall serve as a starting point for the construction of a climate data record (CDR). The CDR will be a gridded dataset containing the essential climate variable (ECV) upper tropospheric humidity (UTH). UTH is an important ECV to be
monitored: water vapour is a major greenhouse gas that is highly variable in space and time. Hence, global continuous observations are required for which satellite borne measurements are of high interest. Another application of the new FCDR is the assimilation into reanalyses. The available operational data of these microwave humidity sounders exhibit certain problems that prevent the application of the data for climate monitoring thus far: the handling of the operational data for scientific studies is tedious because doubled data resulting from overlaps of subsequent orbit files create artefacts that need to be filtered out by the users.

Furthermore, the operational data only contain very sparse information on uncertainty. Only the noise equivalent differential temperature (NEAT) is provided for some instruments. No information on other uncertainties in the measurement process are reported or propagated to brightness temperature. However, full uncertainty information is required. Especially those uncertainties associated with systematic errors in the brightness temperature need to be characterised. Uncertainties associated with systematic effects are the most important uncertainties on longer time scales as they cannot be reduced by averaging as the random ones (NEAT) can. Hence, for constructing a gridded CDR product, based on averaged data, detailed uncertainty information is crucial for propagating the uncertainty to the ECV stored in the CDR and for communicating the trust in observed quantities and their evolution. To obtain a consistent, long-term record of an ECV and to prevent misinterpretation of instrumental changes as changes of the climate system, the stability of the underlying FCDR is most important. However, the operational data show biases for the instruments flown on different satellites, thus preventing the construction of stable data records. Estimates of the observed inter-satellite biases vary slightly depending on the method used to compare the instruments, particularly when they are on satellites with different local equator crossing times (LECT). This is because the methods use a different sampling of the data: simultaneous nadir overpasses (SNOs) make use of (almost) simultaneous measurements of (almost) the same target by two instruments. Hence, they are not affected by diurnal cycle effects. These diurnal cycle effects do, however, affect methods using averaged data, such as monthly zonal or global averages. Consequently, the inter-satellite biases may vary depending on the method. Nonetheless, there is overall agreement of the methods on very strong, time dependent, increasing biases of several kelvin for AMSU-B on NOAA-15 and on NOAA-16 against MHS on NOAA-18 for the sounding channels [1,2]. MHS on NOAA-19 also shows a strong bias against NOAA-18 [2]. AMSU-B on NOAA-17 as well as the MHS on Metop-A and Metop-B only show small biases against NOAA-18 in the sounding channels [2]. These biases, which depend on time, scan angle and brightness temperature, prevent a construction of stable, consistent time series and require dedicated efforts to reconcile the instruments.

Previous efforts to achieve this reduction of the biases and to inter-calibrate microwave sounders were only bias corrections. That means an offset was determined [2], a slope and an off-set were determined [3], or an offset and a non-linearity were determined [4] (for the MSU (Microwave Sounding Unit) instrument) to reduce the bias in brightness temperature. A recent attempt used interpolation to produce look-up tables with calibration coefficients that change from month to month in order to reconcile the AMSU-B and MHS sensors [5]. Chung et al. [6] also inter-calibrated AMSU-B and MHS instruments using a zonal-average method for adjusting inter-satellite differences as in [7]. The obtained inter-calibrated dataset shows improved consistency between the instruments [8]. In addition, inter-calibration efforts were undertaken for the SSM/I instrument (Special Sensor Microwave Imager), and an FCDR was produced as basis for CDRs of precipitation and evaporation (e.g., [9–12]). Zou et al. [13] and Mo [14] inter-calibrated AMSU-A instruments to obtain bias-free datasets. For climate studies, such datasets are essential for all Earth-observation instruments, and the list of mentioned efforts for the inter-calibration of various instruments makes no claim to completeness. In [15], an overview is given of the inter-calibration methods to detect biases, and the corresponding publications. An inter-calibrated dataset allows for bias-reduced time series. However, the inter-calibration by bias correction does not necessarily lead to an understanding of the underlying instrumental effects causing the biases, but only corrects for their final impact on the brightness temperature.
Our approach for the AMSU-B and MHS sensors is to analyse the biases and understand their origin in order to mitigate their effect by a recalibration procedure, leading to a consistent FCDR. This recalibration is based on a metrology inspired measurement equation approach. This effort is undertaken in the Horizon 2020 project FIDUCEO.

2. Data and Methods

2.1. Microwave Radiometer Data

This study focused on the three cross-track scanning microwave humidity sounders MHS, AMSU-B and SSMT-2. Over the considered time period of 1994–2017, there were eleven individual instruments of this family (see Table 1): the first microwave humidity sounder was SSMT-2 on the Defense Meteorological Satellite Program (DMSP) F11 satellite. It was followed by three further SSMT-2 instruments on board the F12, F14 and F15 satellites. The first AMSU-B instrument was launched on NOAA-15 satellite in 1998 by National Oceanic and Atmospheric Administration (NOAA). Two further AMSU-B instruments followed on NOAA-16 and NOAA-17 satellite. The MHS instrument was first launched on board the NOAA-18 satellite in 2005. To date, three further MHS instruments have been launched on NOAA-19 and on Metop-A and Metop-B satellites controlled by EUMETSAT (the fifth MHS on Metop-C was launched only very recently in November 2018 and is not part of this study). We produced a consistent, stable FCDR for microwave humidity sounders including all SSMT-2, AMSU-B and MHS. In some detailed aspects of the calibration, our work mainly focused on the AMSU-B and MHS instruments, for which the required information is available in contrast to SSMT-2. However, the consistent application of the measurement equation (see Section 2.2.1) as well as the uncertainty quantification of the FCDR is also in place for SSMT-2, leading to an improved data record (see Section 3.4).

Table 1. Launch and end of life dates and periods of available FCDR data.

<table>
<thead>
<tr>
<th>Instrument and Satellite</th>
<th>Launched</th>
<th>End of Life</th>
<th>FCDR start date</th>
<th>FCDR End Date</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSMT-2 F14</td>
<td>4 April 1994</td>
<td>2015</td>
<td>28 April 1997</td>
<td>10 January 2005</td>
</tr>
<tr>
<td>AMSU-B NOAA-17</td>
<td>24 June 2002</td>
<td>10 April 2013</td>
<td>15 October 2002</td>
<td>10 April 2013</td>
</tr>
<tr>
<td>MHS NOAA-18</td>
<td>20 May 2005</td>
<td>≥2018</td>
<td>30 August 2005</td>
<td>31 December 2017</td>
</tr>
<tr>
<td>MHS NOAA-19</td>
<td>6 February 2009</td>
<td>≥2018</td>
<td>1 November 2009</td>
<td>31 December 2017</td>
</tr>
<tr>
<td>MHS Metop-A</td>
<td>19 October 2006</td>
<td>≥2018</td>
<td>1 June 2007</td>
<td>31 December 2017</td>
</tr>
<tr>
<td>MHS Metop-B</td>
<td>17 September 2012</td>
<td>≥2018</td>
<td>29 January 2013</td>
<td>31 December 2017</td>
</tr>
</tbody>
</table>

The three instruments are very similar in their scanning mode, calibration procedure and in spectral characteristics. The instruments have five spectral channels, three of which are sounding channels sensitive to water vapour absorption at different altitudes. Two further channels detect radiation from deeper layers of the atmosphere and from the surface. Table 2 summarises key characteristics of the instruments (data taken from [16,17]). Kobayashi et al. [17] gave a detailed table on the instrumental characteristics. The most interesting channel in terms of the UTH is the channel at 183 ± 1 GHz, closely positioned around the strong water vapour absorption line.
Table 2. The basic instrumental characteristics of SSMT-2, AMSU-B and MHS. Note that all channels have two side bands, although rarely indicated for MHS channels 1, 2 and 5 where the side bands are very close to each other. The values for the NE\(\Delta\)T stem from the specifications for SSMT-2, from NOAA-15 for AMSU-B and NOAA-18 for MHS.

<table>
<thead>
<tr>
<th>Channel (in This Article)</th>
<th>Orig. Channel</th>
<th>Frequency in GHz</th>
<th>Total Bandwidth in GHz</th>
<th>Pre-Launch NE(\Delta)T in K</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSMT-2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>4</td>
<td>91.655 ± 1.250</td>
<td>3</td>
<td>0.6</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>150.0 ± 1.25</td>
<td>3</td>
<td>0.6</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>183.31 ± 1.00</td>
<td>1</td>
<td>0.8</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>183.31 ± 3.00</td>
<td>2</td>
<td>0.6</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
<td>183.31 ± 7.00</td>
<td>3</td>
<td>0.6</td>
</tr>
<tr>
<td>AMSU-B</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>16</td>
<td>89.0 ± 0.9</td>
<td>2</td>
<td>0.37</td>
</tr>
<tr>
<td>2</td>
<td>17</td>
<td>150.0 ± 0.9</td>
<td>2</td>
<td>0.84</td>
</tr>
<tr>
<td>3</td>
<td>18</td>
<td>183.31 ± 1.0</td>
<td>1</td>
<td>1.06</td>
</tr>
<tr>
<td>4</td>
<td>19</td>
<td>183.31 ± 3.0</td>
<td>2</td>
<td>0.70</td>
</tr>
<tr>
<td>5</td>
<td>20</td>
<td>183.31 ± 7.0</td>
<td>4</td>
<td>0.60</td>
</tr>
<tr>
<td>MHS</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H1</td>
<td></td>
<td>89.0</td>
<td>2.8</td>
<td>0.22</td>
</tr>
<tr>
<td>H2</td>
<td></td>
<td>157.0</td>
<td>2.8</td>
<td>0.34</td>
</tr>
<tr>
<td>H3</td>
<td></td>
<td>183.31 ± 1.0</td>
<td>1</td>
<td>0.51</td>
</tr>
<tr>
<td>H4</td>
<td></td>
<td>183.31 ± 3.0</td>
<td>2</td>
<td>0.40</td>
</tr>
<tr>
<td>H5</td>
<td></td>
<td>190.31</td>
<td>2.2</td>
<td>0.46</td>
</tr>
</tbody>
</table>

We used uncalibrated level 1b data from the NOAA CLASS (Comprehensive Large Array-data Stewardship System) archive, covering the missions of the eleven individual instruments. Note, however, that only the NOAA NCEI (National Centers for Environmental Information, formerly NGDC, National Geophysical Data Center) archive actually stores the entire record of the SSMT-2 missions. However, this record does not provide the raw digital counts and the calibration information of the temperature of the internal target for example. Since we needed this information for the recalibration, we used the NOAA CLASS archive data only, as we did for the AMSU-B and MHS instruments. Consequently, our SSMT-2 FCDR is restricted in time: e.g., it only starts in 1994 instead of 1992. Table 1 shows the time range of our new FCDR data. Moreover, several data gaps exist in the NOAA CLASS SSMT-2 records. Hence, our SSMT-2 FCDR also exhibits these gaps. From the level 1b files, all information and data necessary for recalibration are read in our new processing chain.

2.2. Methods

2.2.1. Measurement Equation Approach

The operational calibration of these instruments’ data (the level 1b to level 1c processing) was done by a software package called AAPP (ATOVS (Advanced TIROS-N (Television InfraRed Operational Satellite—Next-generation) Operational Vertical Sounder) and AVHRR (Advanced Very High Resolution Radiometer) Pre-processing Package) [18]. We reimplemented this entire processing chain, following the AAPP equations in general, but allowing for possible changes to improve the calibration (see Section 2.2.2 for the applied improvements). Improving the calibration was the main goal to produce a consistent FCDR of reduced inter-satellite biases.

The processing chain for transforming the raw data to the FCDR included the calibration of the instrument. Inspired by the discipline of metrology, we used a rigorous measurement equation approach for formulating the calibration. Contentwise, the calibration was the same as in AAPP (before we applied our improvements, see Section 2.2.2). The formulation, however, was more instrument-oriented in the sense that all corrections appear explicitly and are not absorbed in higher-level calibration coefficients. This facilitated the uncertainty analysis. The measurement equation concept is described in detail in [19]. In short, the measurement equation for the considered
microwave (MW) instruments is an analytical expression that relates all quantities required to model the measurement process and to translate the raw digital counts to brightness temperature.

For the MW radiometers, the basic measurement equation is a two point calibration that interpolates between a known cold and warm calibration target to obtain the calibrated signal of the observed target. The deep space view (DSV) serves as cold target (cosmic microwave background). A black body whose temperature is constantly measured by several platinum resistance thermometers (PRTs) forms the internal warm calibration target (IWCT). Hence, the basic measurement equation for the two point calibration reads

\[
L_E = L_{\text{IWCT}} + \frac{L_{\text{IWCT}} - L_{\text{S}}}{C_{\text{IWCT}} - C_{\text{S}}} \cdot (C_E - C_{\text{IWCT}}),
\]

(1)

where \( L \) stands for radiance and \( C \) for count. The indices IWCT, S and E denote the internal warm calibration target, space and Earth, respectively.

Building the full measurement equation required for a comprehensive propagation of uncertainties requires an assessment of all possible effects that have an impact on the measurement process and that were considered in the operational calibration by AAPP. The full AAPP measurement equation is presented in Figure 1 as diagram indicating all dependencies. The final Earth radiance \( L_E \) is calculated from

\[
L_E = \frac{1}{1 - g_S - g_{Pl}} \left[ B(v_{ch}, A + b \cdot (T_{\text{IWCT}} + \delta T_{ch})) + \frac{B(v_{ch}, A + b \cdot (T_{\text{IWCT}} + \delta T_{ch})) - B(v_{ch}, A_s + b_s \cdot (T_{\text{CMB0}} + \Delta T_c))}{C_{\text{IWCT}} - C_{\text{S}}} \cdot (C_E - C_{\text{IWCT}}) + q_{nl} \cdot \frac{(C_{\text{E}} - C_{\text{S}}) \cdot (C_{\text{E}} - C_{\text{IWCT}})}{(C_{\text{IWCT}} - C_{\text{S}})^2} \cdot \left[ B(v_{ch}, A + b \cdot (T_{\text{IWCT}} + \delta T_{ch})) - B(v_{ch}, A_s + b_s \cdot (T_{\text{CMB0}} + \Delta T_c)) \right]^2 \right] \\
- g_S \cdot B(v_{ch}, A_s + b_s \cdot (T_{\text{CMB0}})) - g_{Pl} L_{Pl} \\
+ a \left[ B(v_{ch}, A + b \cdot (T_{\text{IWCT}} + \delta T_{ch})) - L'_E \right] \cdot \frac{1}{2} (\cos 2\theta_E - \cos 2\theta_S),
\]

(2)

where \( B \) is the Planck function and \( v_{ch} \) is the frequency of the channel, e.g., in the case of AMSU-B, it is 89 GHz, 150 GHz and 183.31 GHz for channels 1, 2 and 3–5, respectively. All further used symbols and quantities are explained in the following, in the context of the effect that they model.

The effect of noise affects the measured Earth counts \( C_E \), space counts \( C_{\text{S}} \) and IWCT counts \( C_{\text{IWCT}} \). In addition, the measured temperature of the IWCT \( T_{\text{IWCT}} \) is subject to noise. These quantities (except for \( C_E \)) appear as averaged values in the measurement equation: for each scan, four samples of the DSV and IWCT view were averaged. Furthermore, a weighted rolling average over seven scan lines was computed for each scan line, resulting in \( C_{\text{IWCT}} \) and \( C_{\text{S}} \). The same procedure was executed for the temperature of the black body. The temperature was measured by five, seven or two PRT sensors for MHS, AMSU-B and SSMT-2, respectively. After averaging these samples for each scan line, the weighted rolling average was applied, finally yielding \( T_{\text{IWCT}} \). This procedure was for noise reduction [20].
Figure 1. The full MW measurement equation. \( \hat{L}_{\text{MWCT}} \), \( \hat{L}_{\text{MS}} \) and \( \hat{L}_{\text{ME}} \) denote the radiances as they are recorded by the instrument, i.e., including additional radiation not originating from the IWCT, space or Earth, respectively. Any uncertainty component is denoted by \( u() \). \( w_k \) denotes the weight of individual PRT measurements in the overall average (green box). \( B \) denotes the Planck function. The light green box labelled harmonisation relates to the ongoing effort of further improvement of certain calibration parameters included in a vector \( a \) (see Section 4). Graphical design: Jonathan Cherry and Emma Woolliams.
The coefficients $g_S$ and $g_{Pl}$ denote the contribution of space and platform, respectively, to the overall measured signal in the Earth views:

$$1 = g_E + g_S + g_{Pl}$$

(3)

These coefficients form the antenna pattern correction that accounts for the fact that radiation from space and platform is detected in the side lobes of the antenna. The coefficients are determined pre-launch by convolving the measured antenna pattern with a geometrical map of the instruments’ environment on board the satellite [21,22]. Since both the geometry of the instruments’ environment and the measured antenna pattern influence the antenna pattern correction, the uncertainties of both components translate into the uncertainty of the antenna pattern correction. An inaccurate knowledge of both components causes uncertainties, especially if the antenna efficiency is low. The main beam efficiency for AMSU-B was measured as 94.4%, 95.1% and 96.9% for channels 1, 2 and 4 of NOAA-15, respectively (for further values, see also [21]). No values for the uncertainties of either component were known, which was a reason to use rather large estimates (see Section 2.2.3). Moreover, we detected a wrong assignment of the antenna pattern correction to the channels for the AMSU-Bs and the MHS on NOAA-18 within the fdf.dat calibration file of AAPP [18]. Erroneously, channel 4 and 5 received the corrections for channel 1 and 2, respectively, instead of receiving the correction for channel 3. Note that the sounding channels of AMSU-B share the same quasi-optical path and should therefore receive the same antenna pattern correction.

The radiance of the platform $L_{Pl}$ itself is not known. Hence, it must be approximated. In [21], the radiance of the platform is assumed to be equal to the concurrently-measured Earth radiance. This appears as an oversimplification. Using the opposite, cold extreme of the cosmic microwave background being reflected by the platform results in a change of about 0.22 K in the affected pixels at the edge of the swath, compared to the warm extreme of assuming reflected Earth radiance. This result was obtained for channel 1, which has the largest antenna pattern correction and hence largest influence from $L_{Pl}$. For channel 3, which has a much smaller antenna pattern correction, the change is only about 0.03 K. Since this is a very small change from one extreme assumption to the other, the choice of applied assumption is less important (but should be kept in mind for channel 1). Hence, we used the approximation of Hewison and Saunders [21], which is also used in the operational calibration by AAPP.

Similar to the Earth views, the DSVs may be affected by radiation entering the side lobes. This is corrected for by a simple additive correction $\Delta T_c$ to the pure cosmic microwave background $T_{CMB0}$:

$$T_{CMB0} + \Delta T_c$$

(4)

The correction $\Delta T_c$ is determined during the in-orbit verification phase [22–25]. The correction enters the measurement equation as

$$\tilde{L}_{MS} = B(v_{ch}, A_s + b_s(T_{CMB0} + \Delta T_c)).$$

(5)

The same type of correction is applied to the IWCT view

$$T_{IWCT} + \delta T_{ch}.$$

(6)

The correction enters the measurement equation as

$$\tilde{L}_{MIWCT} = B(v_{ch}, A + b(T_{IWCT} + \delta T_{ch})).$$

(7)

All channels and instruments only have zero valued $\delta T_{ch}$, except for channel 20 of AMSU-B on NOAA-17 (see AAPP auxiliary files: cparams.dat, [18]). The correction accounts for all effects that change the emitted radiation in the IWCT view that is otherwise only characterised by the temperature
of the black body. This correction includes undetected vertical thermal gradients across the black body. Note that the black body is an array of pyramidal tines of aspect ratio 4:1 [20]. Since the PRTs are placed on the back side of the black body, while the antenna receives radiation emitted from the front side, a thermal gradient across the pyramidal structure might be a source of error. However, it is very small [26]. The correction $\delta T_{ch}$ also accounts for the radiation from the shroud of the black body that might have a slightly different temperature than the black body itself [27,28].

The coefficient $a$ is part of the polarisation correction. This correction accounts for the different reflectivities of the mirror for horizontally and vertically polarised radiation, combined with the polarisation sensitivity of the channels. The correction reads

$$a[B(v_{ch}, A + b \cdot (T_{IWCT} + \delta T_{ch})) - L'_E] \cdot \frac{1}{2} (\cos 2\theta_E - \cos 2\theta_S).$$  \hspace{1cm} (8)$$

The correction depends on the scan angle and the position of the DSV (angles for Earth view $\theta_E$ and for space view $\theta_S$). $a$ is included in the fdf.dat files from AAPP. For unclear reasons, however, $a$ is non-zero only for MHS on NOAA-18, although a correction scheme similar to Equation (8) had been devised for AMSU-B in pre-launch tests [20]. Strictly speaking, this polarisation correction needs to be executed iteratively as it depends on the measured Earth radiance. As approximation, we used the calibrated Earth radiance $L'_E$ without the polarisation correction to then compute $L_E$ using the polarisation correction.

The basic measurement equation is a linear model only. To account for possible non-linearity, the non-linearity coefficient $q_{nl}$ is introduced with a second order term in $C_E$. The values for this $q_{nl}$ are stored in the clparams.dat file in AAPP. The origin of the values is not clear. They were probably obtained during pre-launch tests. However, the information is not traceable and not consistent with results from ground tests done by Matra Marconi for demonstrating compliance with requirements [29].

The coefficients $A$, $b$ and $A_s$, $b_s$ are band correction factors. The channels do not measure at one frequency, but they measure an average of the signal in two pass bands placed at slightly higher and slightly lower frequencies around $v_{ch} = 89, 150$ or $183.31$ GHz. Consequently, the monochromatic assumption in using the Planck function at a single frequency breaks down for the channels at $183.31 \pm 3$ GHz and at $183.31 \pm 7$ GHz, for which the two pass bands are significantly separated. To account for this, the band correction factors $A$ and $b$ have been introduced in AAPP.

Another effect is the radio frequency interference (RFI) from on board transmitters. This effect is not captured by the calibration and hence not part of the measurement equation. RFI affects the raw input counts $C$ and therefore needs correction on this low level. RFI is known for the AMSU-B on NOAA-15 [23,30] and receives a correction scheme in AAPP. However, this scheme was not updated over the years, since the RFI changed erratically. Therefore, the later data of AMSU-B on NOAA-15 probably suffer from RFI.

The effects described above are included in the AAPP measurement equation. As indicated already, some of the parameter values used within AAPP are of unclear origin or wrongly assigned. Hence, our goal was to improve the calibration by correcting these parameters.

### 2.2.2. Improvements Compared to AAPP

Having reimplemented the entire processing chain for the MW sounders, we were ready to change aspects within the calibration that required improvement. Mostly, this refers to improving certain parameter values within the measurement equation.

#### Antenna Pattern Correction (APC)

In AAPP, the APC is stored for the AMSU-B and MHS instruments in the auxiliary fdf.dat file, providing values for $g_E, g_P, g_S$.

As explained above, we detected wrong assignments of values to channels: for the AMSU-B instruments the sounding channels 3–5 should all receive the same APC (instead of channel 4 receiving
channel 1 APC and channel 5 receiving channel 2 APC). This error was corrected in our new FCDR processing for AMSU-B on NOAA-15, -16 and -17. This affected channels 4 and 5.

Per default in AAPP, MHS on Metop-A receives the APC of NOAA-15. However, this can be changed manually to the correct APC provided by EUMETSAT (as indicated in the fdf.dat file). In our FCDR processing, we only used the correct APC for Metop-A. This affected all channels.

In AAPP, MHS on NOAA-18 receives the APC from AMSU-B on NOAA-15. No other APC is provided for NOAA-18 in AAPP. This assignment of NOAA-15 APC to NOAA-18 is problematic, since it does not take into account the change of instrument. To achieve a first improvement on this, while considering the instrument and the satellite that both influence the APC, we used in our FCDR processing the APC of MHS on NOAA-19 for the MHS on NOAA-18. This affected all channels.

Note that SSMT-2 does not receive an APC in the operational calibration. Since we have no information on either the antenna pattern or the surroundings of the instrument on board the DMSP satellites, we could not derive any APC and therefore did not apply an APC to SSMT-2, either. This is reflected in the uncertainties assigned to SSMT-2 in our FCDR.

Band Correction

The band correction coefficients $A, b$ are provided in AAPP to be used in the IWCT views of channels 4 and 5 for AMSU-B and for channel 4 of MHS. We determined new coefficients $A_s, b_s$ to account for the same effect in the DSV for which the same values as for the IWCT were erroneously used in AAPP. $A_s, b_s$ were obtained such that the deviation was minimised between the radiance computed by the Planck function evaluated at $v_{ch}$ for a modified temperature $A_s + b_s \cdot T$ and the average of the radiances computed by the Planck function evaluated at the upper ($v_{ch} + d v_{ch}$) and lower ($v_{ch} - d v_{ch}$) pass band at temperature $T$, with $T = 3$ K representing the signal in the DSV. With the same procedure, but using $T = 280$ K, we also slightly improved $A, b$ for the IWCT views.

Note that SSMT-2 did not receive this band correction in the operational calibration. This was changed in our FCDR processing. SSMT-2 now receives the same band correction coefficients as AMSU-B.

Usage of PRT No. 6 for AMSU-B

In AAPP, PRT No. 6 is always excluded from the computation of the black body temperature (it has weight zero in the clparams.dat file). This is due to a bias that was observed pre-launch. However, we could not find indications of such a bias in the in-flight data. Hence, in our FCDR processing, all PRTs are used per default, but single PRTs may be excluded based on dedicated quality checks. Those quality checks control the spread of the PRTs and the stability of individual PRTs.

Radio Frequency Interference (RFI)

RFI was observed for the AMSU-B on NOAA-15 during the in-orbit verification phase [23,30]. A correction scheme was devised that was, however, not updated in later years as it would have been required. Hence, uncorrected RFI impact is highly probable in NOAA-15 data. For NOAA-16, the RFI measured pre-launch was below the noise level of the instrument and therefore not corrected. However, a growing influence of RFI due to a decreased gain is suggested in [31]. NOAA-17 was only slightly affected and received a small correction for channels 3 and 4 in AAPP.

A dedicated study presented in a different article [32] revealed that also AMSU-B on NOAA-16 and even MHS on NOAA-19 suffer significantly from RFI. RFI was identified as the main reason for the strong inter-satellite biases that are observed for channels 3–5 for AMSU-B on NOAA-16 and 3 and 4 for MHS on NOAA-19. In the same study, we derived a correction scheme to reduce the effect of RFI. This correction scheme was based on global monthly means that were investigated as function of the scan angle against the reference instrument on NOAA-18. For each scan angle and for each period of constant RFI pattern, a correction on the Earth view counts was derived. In our FCDR processing, we applied this correction scheme to the raw counts for NOAA-16 and NOAA-19 and executed the calibration on these RFI-corrected input counts. For NOAA-15 and NOAA-17, we applied an early
version of the derived correction scheme (it is more difficult for these instruments to find a good correction scheme, see [33]). The applied RFI correction in our FCDR affected the sounding channels 3–5. Channels 1 and 2 are not RFI-corrected in our FCDR and therefore include the full RFI impact (which is only significant for AMSU-B on NOAA-15 channel 2). The correction scheme could not be derived for these channels with the applied method because these channels are very sensitive to the diurnal cycle, which changes the observed inter-satellite difference.

Accurate Value for Cosmic Microwave Background ($T_{\text{CMB0}}$)

In AAPP, the value of the cosmic microwave background is rounded to 2.73 K (clparams.dat, [18]). In the FIDUCEO FCDR processing, we used the more accurate value of 2.72548 K [34].

2.2.3. Uncertainty Model

A key aspect of the new FCDR is the extensive information on uncertainty of the measured brightness temperature. To obtain this uncertainty information, all sources of error in the measurement process need to be assessed, and the associated uncertainties need to be estimated and propagated to brightness temperature. Starting from the measurement equation, we estimated the uncertainties $u(x_j)$ associated with the parameters $x_j$ of each modelled effect (there are $n$ modelled effects). Furthermore, we computed the sensitivity coefficients $c_j$ for each effect as the corresponding partial derivative of the measurement equation. Finally, we obtained the resulting uncertainty on brightness temperature by applying the Law of Propagation of Uncertainties [19,35]:

$$u^2(L) = \sum_{j=1}^{n} c_j^2 u^2(x_j) + 2 \sum_{j=1}^{n-1} \sum_{j'=j+1}^{n} c_j c_{j'} u(x_j, x_{j'})$$

(9)

The term $u(x_j, x_{j'})$ denotes the covariance of the parameters $x_j, x_{j'}$. When individual parameters $x_j$ are uncorrelated, i.e. they do not share a common error effect, the second term is zero. As this is valid for most of the identified effects in the MW case, we assumed this metrologically independent case and hence simplified the uncertainty to

$$u^2(L) = \sum_{j=1}^{n} c_j^2 u^2(x_j).$$

(10)

Without existing information on the uncertainty of most of the parameters in the AAPP model, we performed separate analysis on an estimate of the input uncertainties $u(x_j)$ for each effect. To quantify the uncertainty associated with the noise on receiver counts or PRT measurements, a dedicated study was carried out in [36], using the Allan Deviation, which is a method used in metrology that was recently proposed in this context by Tian et al. [37]. This method was used for on-the-fly computation of the noise in counts during the FCDR processing.

We estimated the uncertainties of the other effects based on the spread of given values for different individual instruments of either the AMSU-B, MHS or SSMT-2 family. Hence, uncertainty estimates of 50% or even 100% were used to cover the spread of a certain calibration parameter over the four individual MHS instruments, for example. More detailed information is given in [28,33], including all partial derivatives.

Apart from providing uncertainty information in the first place, we also considered the different correlation behaviour in space and time of the various effects. A detailed description of the underlying concept is provided in [38]. Here, we briefly present the idea: all effects were classified as independent, structured or common, depending on the correlation scale of the underlying error. The independent effects are composed of the pure random effects (Earth view count noise and random error on angle $\theta_E$). They are not correlated between any pixels across or along track. For the considered MW instruments, the structured effects are of random nature, but the calibration procedure introduces correlation. This is
the case for all calibration quantities undergoing the seven-scan line average (DSV, IWCT counts and temperature of the black body). The common effects have correlation scales exceeding one orbit. All calibration parameters that are (assumed) to be constant over the mission are part of this category (non-linearity, polarisation correction, antenna pattern correction, and cold and warm target correction). This classification according to the correlation behaviour allows for an advanced usage of uncertainties in the derivation of higher level products. Since these higher level products often rely on averaging procedures, it is of crucial importance to know which proportion of the uncertainty budget is associated with each correlation scale. For example, the uncertainty due to independent effects can be reduced by averaging, whereas the uncertainty due to common effects cannot. Hence, on longer time scales, which are especially interesting for climate research, the common effects become more dominant.

It is also interesting for users to know the length scales of error correlation within an orbit, giving an indication of the extent of correlation for pixels a given distance apart. Since the structured effects are formed by the seven-scan line average, the overall along track length scale over which the correlation decreases to zero is seven scan lines. Based on the analysis in [19], we assumed a decrease in correlation over the scan lines to be modelled by a Gaussian curve that is truncated for a separation of two scan lines $\Delta l = l_2 - l_1$ larger than six scan lines (the variance of this Gaussian is $\sigma^2 = (3/\sqrt{3})^2$ following from [19]). This estimation accounts for the fact that the seventh neighbouring scan line will have no calibration quantities in common with the initial scan line and therefore is uncorrelated with the initial scan line. Across track, the errors due to structured effects of all pixels of one scan line are completely correlated as they belong to the same calibration cycle and are therefore subject to the same errors within the calibration quantities of DSV and IWCT view.

3. Results

In the following, we briefly compare the initial implementation of the FCDR processing (without improvements), as well as the final implementation (with improved calibration) to AAPP-processed data. Moreover, we present example contents of our new, improved FCDR, as well as an inter-satellite comparison using operational and FCDR data highlighting the improvements made in the FCDR processing so far.

3.1. Comparing the Initial and Final Implementation to AAPP

For the initial analysis, we used in our implementation the same values for all calibration parameters as AAPP does. This analysis serves as test, since we expected results from our FCDR processing that reproduced the operational AAPP results for brightness temperature. This is shown in Figure 2 for an example orbit of MHS on Metop-A (start: 1 January 2010 01:51, end: 1 January 2010 03:32). The small visible differences are due to slightly different quality checks and no significant systematic differences are visible.

Having tested the initial implementation of the processing, we then applied the improvements explained in Section 2.2.2 and processed the FCDR for all instruments and channels. In Figure 2b, we display the same orbit as for the test of the initial implementation, now showing the difference of the final FCDR implementation with respect to AAPP. A clear systematic difference is visible because of the corrected assignment of the antenna pattern correction: Metop-A receives its correct correction scheme instead of the NOAA-15 scheme, which it received per default in AAPP (see Section 2.2.2). The applied improvements in the calibration lead to reduced inter-satellite biases, as presented in Section 3.4.
Figure 2. Difference in brightness temperature (channel 3) of FIDUCEO and AAPP processing for an example orbit of Metop-A: (a) for initial implementation that imitates AAPP; and (b) for final implementation with improvements in the calibration to reduce inter-satellite biases.

3.2. FCDR Example Contents

In this section, we present example contents from the FCDR processed with the final implementation of the calibration.

The FIDUCEO FCDR is a ready-to-use dataset providing the data of eleven missions of microwave humidity sounders stored in orbital chunks in NetCDF-4 files. In total, the record has a size of 2.2 TB, with 6.8 MB (AMSU-B and MHS) or 0.6 MB (SSMT-2) per file. Each file of the FCDR files contains a single orbit from one equator crossing in a chosen flight direction to the next crossing in the same direction. This equator-to-equator frame makes the files ready-to-use, since it removes the overlap of subsequent orbits. Hence, the tedious handling to remove artefacts due to doubled data is not necessary. Each of these FCDR files contains the calibrated brightness temperature for each channel, its uncertainties categorised by their origin from independent, structured and common effects and concise quality flags conveying helpful information on the usability of the data. Moreover, auxiliary variables are provided in order to maintain traceability back to the original level 1b files.

Figures 3 and 4 show the brightness temperature and its uncertainty for channel 1 and 3 of the example orbit of MHS on Metop-B (start: 6 July 2015 15:47:58, end: 6 July 2015 17:29:18). Note the equator-to-equator frame. The two data gaps seen in this orbit are explained by the quality flags. The quality flags are set during our FCDR processing and provide general information on the quality of the pixels and also on channel-specific issues (see [33] for details on the provided quality information in the FCDR). The first data gap close to South America is due to missing data. The second data gap is due to a moon intrusion in the DSVs, which prohibits the calibration of the affected scan lines. Note also the different ranges and distribution patterns for the uncertainty classes. This is discussed in Section 3.3.
Figure 3. Channel 1: Brightness temperature and its uncertainties (example orbit of MHS on Metop-B).

Figure 4. Channel 3: Brightness temperature and its uncertainties (example orbit of MHS on Metop-B).
3.3. Assessment of Uncertainties

Because of the lack of detailed uncertainty information in the operational data, a comparison of the uncertainties stored in the new FCDR to other uncertainties is only possible to a limited degree. The operational processor AAPP provides cold and warm NEΔT per scan line. However, in files processed with AAPP version 7-13, these NEΔT estimates are only available for MHS while the values for AMSU-B are zero. The warm NEΔT, obtained from the noise on IWCT counts, can be compared to the uncertainties due to independent effects because the latter are dominated by the noise from Earth counts for which the estimate is obtained from the noise on IWCT counts. Hence, the warm NEΔT and the uncertainties due to independent effects are related, even though they are not the same. When comparing AAPP warm NEΔT and uncertainties due to independent effects in the MHS-FCDR, a good correspondence of typical values can be observed for all channels. Being deduced from calibration counts, the warm NEΔT is also related to the uncertainties due to structured effects. However, their values are smaller than the warm NEΔT, because the uncertainties due to structured effects take into account the rolling average that reduces noise.

A comparison of the uncertainties due to independent and structured effects to the instrumental specification for NEΔT is also possible, since both classes of uncertainty are dominated by either the noise on the Earth counts or the noise on the calibration counts, which is also the important aspect in the estimate of NEΔT. The comparison reveals a fair agreement of deduced uncertainties from the FCDR processing and the reported specified NEΔT [16]. During periods of erratic instrumental behaviour, such as the later years of AMSU-B on NOAA-15 and on NOAA-16 as well as of MHS on NOAA-19 when the instruments failed the NEΔT-specifications, the uncertainties of the brightness temperature stored in the FCDR reflect well this erratic behaviour by having increased uncertainties due to independent and structured effects.

The uncertainty due to common effects has no equivalent in the available datasets. Hence, a first analysis of its characteristic distribution over an orbit is especially interesting. Figures 3d and 4d show the uncertainty due to common effects for channel 1 and 3, respectively. Note that the uncertainty introduced by the antenna pattern correction is the strongest contribution for channel 1; the picture of a high uncertainty on the edges of the swath and a low uncertainty around nadir clearly shows the dominance of the antenna pattern correction over the other effects. This dominance arises because of the large operational correction value and the input uncertainty estimates (50% of the operational correction value). Note that channel 3 has a much smaller operational correction. Hence, using the same estimate of 50% leads to a smaller uncertainty than for channel 1. For channel 3, other effects gain influence as can be deduced from the more prominent temperature dependence (compare Figure 4a–d). This temperature dependence of the uncertainty with large uncertainties in cold regions and small uncertainties in warm regions is due to the polarisation correction. This correction also introduces a scan dependence, which leads to smaller uncertainties at the edge of the swath and to larger uncertainties near nadir. This is by construction of the correction formula, which accounts for the polarisation sensitivity of the receiver in connection with the different reflectivities of the rotating mirror for horizontally and vertically polarised radiation. Note that we used 100% of the operational values for the coefficient α as input uncertainty estimate (operational value from NOAA-18 as no other instrument receives a non-zero correction, see above). Nonetheless, it is still the antenna pattern correction that dominates the scan dependence of the uncertainty. At the right edge in flight direction, the uncertainty is increased compared to nadir. At the left edge, the antenna pattern correction has less influence.

A comparison of the three classes of uncertainties is visible in Figure 5, showing histograms of the respective uncertainties for each class for one month of MHS data (MHS on Metop-B, September 2014). The histograms for the three sounding channels resemble each other, although the exact positions of the distributions vary slightly. For channels 1 and 2, the picture is changed as either the independent and common uncertainties, or the structured and common uncertainties overlap. The long tail for the common effects in channel 1 reaching 0.8 K is due to the antenna pattern correction affecting the outermost pixels most strongly. Most of the data, however, have common uncertainties below
0.3 K also for channel 1. Except for channel 1, the independent uncertainties dominate the other classes. From the perspective of a climate scientist, this is encouraging, as the uncertainty due to independent effects can be reduced by averaging procedures used for climate studies. The smaller, common uncertainties cannot be reduced by averaging, hence, their relative importance increases on longer times scales.

Figure 5. Histogram of the three classes of uncertainties for September 2014, MHS on Metop-B, all channels.

3.4. Inter-Satellite Comparison: Improvements in the FCDR

Applying the improvements explained in Section 2.2.2 to the FCDR processing, we obtained a new FCDR that shows reduced inter-satellite biases. Figure 6 shows the inter-satellite biases in terms of global monthly means, averaged over all scan angles and both ascending and descending passes. The peaks that suddenly appear in the time series (Metop-A, NOAA-18, NOAA-19) may be due to MHS instruments recovering from spin state [39]. The reference is MHS on NOAA-18 because of its long time series and stability. Note also that only AMSU-B and MHS instruments are shown. SSMT-2 cannot be compared to NOAA-18 because of missing overlap. Hence, SSMT-2 is not displayed in Figure 6. The improvement of the SSMT-2 calibration by the strict application of the measurement equation is visible in Figures A1–A5 showing the time series of the brightness temperature for all instruments and channels for the operational data and the new FCDR data.

Channel 1 is affected by the correction of APC for NOAA-18 and Metop-A. No RFI correction is applied (since the method for deriving the correction does not work for channels strongly affected by the diurnal cycle). There is reasonable agreement between the instruments. Note for example the increasing amplitude of the seasonal cycle for MHS on NOAA-19 as the satellites drift apart. At the same time, the amplitude decreases for Metop-A as NOAA-18 drifts closer to it. The AMSU-B instruments show an offset with respect to the MHS instruments. Note that the channel does not have exactly the same characteristics for AMSU-B and MHS (they differ in bandwidth and location of the two pass bands).

Channel 2 shows very similar results as channel 1. However, AMSU-B on NOAA-15 differs from the other AMSU-Bs. This is because the channel is not RFI-corrected in the FCDR (correction scheme cannot be derived with the applied method). The matching of NOAA-15 to NOAA-18 is not meaningful, since channel 2 differs for MHS and AMSU-B (note the off-set for the other AMSU-Bs).
Figure 6. Comparing inter-satellite biases of MHS and AMSU-B instruments against MHS on NOAA-18 in operational AAPP data (left) and FCDR data (right) as function of time. The FCDR provides more consistent and stable time series due to improved calibration. The instruments agree within the uncertainties (only uncertainties due to common effects displayed here). Note that channel 2 differs slightly in frequency for MHS and AMSU-B and therefore is not expected to match completely.
Channel 3 is affected by the correction of APC for NOAA-18 and Metop-A. Moreover, the RFI-correction scheme for NOAA-15, NOAA-16, NOAA-17 and NOAA-19 affects this channel. A clear improvement in the reduction of the inter-satellite bias is visible. In addition, the individual instrumental stability has improved, especially for NOAA-16. For NOAA-15, the derived RFI-correction scheme is imperfect, because of its strong RFI contamination already in the early years that can be compared to NOAA-18. This imperfection is represented by an increased uncertainty due to common effects.

For channel 4 and 5, similar improvements as for channel 3 can be seen.

Overall, the applied improvements in the parameters of the measurement equation and the correction for RFI contamination have increased the inter-satellite consistency.

4. Discussion

The extensive uncertainty information provided in the new FCDR is novel in the context of microwave humidity sounder data, which lack uncertainty information thus far. The obtained uncertainties stored in the FCDR appear reasonable, although it should be noted that some of them are based on estimates of the uncertainties on the input calibration parameters. These estimates may be rough, but they still provide an impression of the final uncertainty of the brightness temperature that users have to expect. An encouraging result is that the uncertainty due to common effects does not dominate the uncertainty budget, even though we used relatively large estimates for the corresponding input uncertainties. The dominant uncertainty is due to the independent effects whose uncertainty was obtained from a robust computation of the noise by using the Allan deviation.

Using the measurement equation and the same calibration parameter values as AAPP, our FCDR processing chain can reproduce the operational AAPP processed level 1c data. This was the starting point to improve the calibration for AMSU-B and MHS. Applying then the improved measurement equation and the propagation of uncertainties, we generated an uncertainty quantified MW FCDR that shows improved agreement between the individual instruments and increased stability, both aspects needed to construct consistent time series. The applied improvements are the correct assignment of APC and a newly developed RFI-correction scheme for the individual instruments suffering from RFI contamination. Since these improvements reduced the biases distinctly, and, moreover, other effects could be ruled out as source of the biases [40], we have high evidence that we understood the origin of the most important inter-satellite biases.

For SSMT-2, the improvement is based on the strict application of the measurement equation when recalibrating the data from the raw counts.

Further improvements may be achieved when optimising certain calibration parameters in the ongoing FIDUCEO harmonisation effort. Within this harmonisation approach, the optimal values, e.g., for the non-linearity correction, the warm and cold target correction and the polarisation correction, are investigated. The FIDUCEO harmonisation is a novel approach for the inter-calibration of remote-sensing instruments, using recalibration instead of bias-correction. The harmonisation uses SNOs (and off-nadir matches) as the inter-comparison method. The matches form the input for the harmonisation procedure. This procedure is an optimisation approach. It uses the measurement equation and attempts to find optimised values for certain parameters in the measurement equation such that the inter-satellite bias is reduced [41]. In an iterative procedure of harmonisation and analysis of its results, the correct combination of calibration parameters that explains and reduces the biases needs to be found. This is an ongoing effort.

The improvement in the consistency of calibrated MW sounders data that is already achieved opens up the possibility to proceed with investigation of long time series of a derived CDR. Work with the FCDRs we provide, for example the production of CDRs, is facilitated by a product user guide and a quick start guide. Additional documentation with information about the performance of the microwave sounders is supplied by the FIDUCEO project as well. It deals with properties of the instruments that are not directly relevant to the measurement equation, for example the uniformity of
the sounding channels [40] or the full width at half maximum of the beams [42]. Both quantities were determined with innovative methods based on intrusions of the Moon in the DSV.

5. Conclusions

Our new FCDR for microwave humidity sounders addresses three problems of operational data that we intended to solve to make the data usable for climate research.

First, we facilitate the handling of the data by providing the FCDR in ready-to-use NetCDF files. Each of these files covers one orbit reaching from one equator and crossing to the next in the same flight direction. This equator-to-equator frame removes all doubled data and hence prevents the appearance of corresponding sampling artefacts. The FCDR contains concise quality information on pixel level and maintains the traceability back to the original level 1b data.

Second, the FCDR provides extensive pixel-level uncertainty information, considering the correlation behaviour of the underlying errors.

Third, we have strong evidence that we understood the origin of the most important inter-satellite biases. By applying corresponding corrections, we were able to produce an FCDR for MW sounders of distinctly improved consistency. The sounding channels show very good agreement between the instruments and offer the possibility for using the FCDR for the production of the higher level CDR.

Datasets will be available from the CEDA archive [http://archive.ceda.ac.uk/] access via [http://www.ceda.ac.uk].
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Abbreviations

The following abbreviations are used in this manuscript:

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AAPP</td>
<td>ATOVS and AVHRR Pre-processing Package</td>
</tr>
<tr>
<td>AMSU-B</td>
<td>Advanced Microwave Sounding Unit -B</td>
</tr>
<tr>
<td>APC</td>
<td>antenna pattern correction</td>
</tr>
<tr>
<td>ATOVS</td>
<td>Advanced TIROS-N Operational Vertical Sounder</td>
</tr>
<tr>
<td>AVHRR</td>
<td>Advanced Very High Resolution Radiometer</td>
</tr>
<tr>
<td>CDR</td>
<td>climate data record</td>
</tr>
<tr>
<td>DMSP</td>
<td>Defense Meteorological Satellite Program</td>
</tr>
<tr>
<td>DSV</td>
<td>deep space view</td>
</tr>
<tr>
<td>ECV</td>
<td>essential climate variable</td>
</tr>
<tr>
<td>EUROMETISAT</td>
<td>European Organisation for the Exploitation of Meteorological Satellites</td>
</tr>
<tr>
<td>FCDR</td>
<td>fundamental climate data record</td>
</tr>
<tr>
<td>FIDUCEO</td>
<td>Fidelity and uncertainty in climate data records from Earth observation</td>
</tr>
<tr>
<td>IWCT</td>
<td>internal warm calibration target</td>
</tr>
<tr>
<td>LECT</td>
<td>local equator crossing time</td>
</tr>
<tr>
<td>MHS</td>
<td>Microwave Humidity Sounder</td>
</tr>
<tr>
<td>MW</td>
<td>microwave</td>
</tr>
<tr>
<td>NEΔT</td>
<td>Noise equivalent differential temperature</td>
</tr>
<tr>
<td>NetCDF</td>
<td>Network Common Data Format</td>
</tr>
</tbody>
</table>
Appendix A

Figure A1. Comparing the time series of brightness temperature in channel 1 for all MW instruments in (a) operational data (NGDC for SSMT-2 and AAPP processed data for AMSU-B and MHS) and (b) FCDR data as function of time. The FCDR provides more consistent and stable time series due to improved calibration. For the FCDR, the shaded regions denote the uncertainty due to common effects (hardly visible for channel 1 on this scale). There is no corresponding uncertainty estimate on the operational data.
Figure A2. The same as Figure A1 but for channel 2. Note the uncertainty for NOAA-15 due to uncorrected RFI.

Figure A3. The same as Figure A1 but for channel 3. The instruments agree within the uncertainties. A distinct improvement is also achieved for SSMT2.
Figure A4. The same as Figure A1 but for channel 4. Note that NOAA-15 still shows differences with respect to the other instruments. This is due to the imperfect RFI correction.

Figure A5. The same as Figure A1 but for channel 5.
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