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Nicholus Mboga *, Stefanos Georganos, Tais Grippa, Moritz Lennert, Sabine Vanhuysse and Eléonore Wolff

Department of Geosciences, Environment & Society, Université Libre de Bruxelles (ULB), Bruxelles 1050, Belgium; sgeorgan@ulb.ac.be (S.G.); tgrippa@ulb.ac.be (T.G.); mlenbert@ulb.ac.be (M.L.); svhuysse@ulb.ac.be (S.V.); ewolff@ulb.ac.be (E.W.)

* Correspondence: nmboga@ulb.ac.be; Tel.: +32-2-650-6806

Received: 31 January 2019; Accepted: 7 March 2019; Published: 12 March 2019

Abstract: Land cover Classified maps obtained from deep learning methods such as Convolutional neural networks (CNNs) and fully convolutional networks (FCNs) usually have high classification accuracy but with the detailed structures of objects lost or smoothed. In this work, we develop a methodology based on fully convolutional networks (FCN) that is trained in an end-to-end fashion using aerial RGB images only as input. Skip connections are introduced into the FCN architecture to recover high spatial details from the lower convolutional layers. The experiments are conducted on the city of Goma in the Democratic Republic of Congo. We compare the results to a state-of-the-art approach based on a semi-automatic Geographic object image-based analysis (GEOBIA) processing chain. State-of-the art classification accuracies are obtained by both methods whereby FCN and the best baseline method have an overall accuracy of 91.3% and 89.5% respectively. The maps have good visual quality and the use of an FCN skip architecture minimizes the rounded edges that is characteristic of FCN maps. Additional experiments are done to refine FCN classified maps using segments obtained from GEOBIA generated at different scale and minimum segment size. High OA of up to 91.5% is achieved accompanied with an improved edge delineation in the FCN maps, and future work will involve explicitly incorporating boundary information from the GEOBIA segmentation into the FCN pipeline in an end-to-end fashion. Finally, we observe that FCN has a lower computational cost than the standard patch-based CNN approach especially at inference.
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1. Introduction

Advances in remote sensing technology have increased the availability of a large volume of remote sensing data with a high spatial resolution. Consequently, the capability of making precise and accurate land cover maps of urban areas has been enhanced. Land cover (LC) maps are useful for various applications such as urban planning, population modelling and socio-economic analysis. In developing countries, such spatial data is often lacking. Very high spatial resolution remote sensing images (VHR) are desirable for urban mapping because they allow for mapping of a higher level of thematic detail of land cover and have a synoptic view of the earth surface. However, a higher resolution also means a larger volume of data to process. In addition, urban areas have a characteristic heterogeneous structure where roofs of buildings have various sizes and are made of different materials, which increases the challenge of mapping. The enormous amount of data and challenging urban fabric in developing countries creates the need for efficient processing algorithms.
VHR imagery often contains limited spectral information and have high spatial resolution. Thus, standard pixel-based classifiers perform poorly because of the high intra-class and low inter-class variance. However, the pixels can be initially grouped into segments according to some homogeneity criteria, which may then be labelled using a trained classifier [1]. This is the principle of Geographical Object-Based Image analysis (GEOBIA) methods which usually perform better than pixel-based classifiers because segments have additional information compared to individual pixels and produce less noisy maps [2]. The extraction of features has been shown to improve the classification performance of both approaches but has often been limited by the high number of free parameters that need to be optimized, the need for domain knowledge and the amount of effort involved. However, these limitations can be circumvented when using deep learning that allows for the automatic learning of the spatial-contextual features from the input data [3].

Convolutional neural networks (CNNs) are a class of deep learning algorithms that have performed well in image classification tasks in the computer vision domain [4] and are being applied for the analysis of remote sensing data. CNNs learn spatial-contextual features in a hierarchical fashion from simple features in the lower layers to abstract features in the deeper layers. In Patch-based CNN architectures, the central pixel is assigned a label for a given input patch [5]. Conversely, a fully labelled image patch is used for training a fully convolutional network (FCN) architecture [6]. The FCN is more computationally efficient than the patch-based CNN when training and testing tiles because no redundant operations are performed on neighboring patches [7,8]. Moreover, the FCN can take in an input of varied spatial dimensions and make a dense prediction (i.e., per-pixel classification) during inference [9]. A detailed review of different CNN models can be found in LeCun et al. [3], Zhu et al. [10], and Schmidhuber [11].

Maps produced by CNNs typically have smoothed edges and rounded corners. One of the reasons for this is the use of downsampling layers which aim to increase the field of view of the CNN over the input data, but at the same time result in loss of high spatial details and localization of object boundaries. This can be quite limiting especially for some land cover classes such as buildings that mostly have sharply defined edges. Different strategies can be implemented to address this issue. In Sherrah [9] and Yu and Koltun [12] atrous convolutions, i.e., convolutional layers that are interspersed with zeros, are used to increase the field-of-view/context without the need of using downsampling layers. In Chen et al. [13] a fully connected conditional random field (CRF) is used to better capture the object boundaries. Another strategy is the use of skip connections to re-introduce high spatial details lost via downsampling [14–16]. Skip connections fuse features from lower convolutional layers with the abstract features in the higher convolutional layers, thereby recovering the primitive features from the lower layers. In Marmanis et al. [17], a strategy that involves representing class boundaries explicitly as contour probabilities which are then additionally used in training the CNN is exploited. This paper implements a fully convolutional network that has atrous convolutional layers and skip connections. The output of each convolutional layer has the same spatial resolution as the input image [8,12].

Recent works have aimed to exploit the complementarity of both GEOBIA and CNN in their workflows. For instance, Guirado and Tabik [18] perform object detection of a protected vegetation species from Google Earth®images by fine-tuning an existing patch-based CNN architecture. In Liu et al. [19] and Liu and Abd-Elrahman [20] an FCN with downsampling layers is investigated for the detection of an invasive grass species (i.e., Cogon Grass) in a wetland whereby the main contributions are evaluation of the effect of background information surrounding an object of interest to the FCN classification accuracy and impact of several data augmentation strategies. Further, a refinement of the FCN classified map using segments and assigning a majority class for each of the underlying segments is done. Similarly, an urban mapping application is evaluated in Längkvist et al. [21] using a patch-based CNN and the results post-processed using segments derived from simple linear iterative clustering (SLIC) algorithm. In Fu et al. [22], a patch-based convolutional neural network is used to identify the irregular segmentation objects. However, one of the limitations was
that a wrong label could be assigned to the block as the process depended on the center of gravity of the irregular object. The work by Lv et al. [23] explores a technique of majority voting for CNNs for very high resolution image classification. In Zhang et al. [24], a patch-based object based CNN having multiple input windows is used for land use application and majority voting is used to classify the segments. The work of Zhao et al. [25] uses a two-step process to use segmentations to improve the classification results of a FCN that has downsampling layers.

The main aim of this work is to explore further the complementarity of GEOBIA and CNN for the improvement of boundary definition and is an extension of our work previously presented [26]. An experiment is conducted to evaluate the added advantage of skip connections in an FCN architecture. Segmentation is realized using a state-of-the-art semi-automatic processing chain [27] where different scales (thresholds) and minimum number of pixels in a segment are explored. Majority voting is used to classify the segments and the results compared to the FCN. The case study involves land cover mapping of the city of Goma, in the Democratic Republic of Congo. In comparison to other works of GEOBIA and CNN, the contribution of our work is that our FCN makes use of dilated convolutions, a skip architecture and the post-processing is done with an aim to minimize the rounded corners and smoothing of straight edges in the FCN maps, which can improve the ease of utilization in various socio-economic studies. In addition, to the best of our knowledge, it is the first application of FCN and comparison for multi-class LC classification of an urban environment in an African city. Our architecture aims for better edge definition of boundaries of the classes.

The rest of the paper is organized as follows: Section 2 describes the data used and the methodology, Section 3 presents the results while Section 4 provides the discussion, Section 5 presents the summary and future works.

2. Materials and Methods

2.1. Data Description

For the experiments, an aerial VHR multispectral image acquired over Goma City, the Democratic Republic of Congo, in 2018 is used as shown in Figure 1.

![Figure 1](image-url)  
**Figure 1.** Map illustrating the study area of Goma, Democratic Republic of Congo. The training and testing data are generated from Tile A and Tile B respectively. The images have been provided by the Royal Museum for Central Africa (RMCA), Belgium.
The image has been orthorectified and comprises three bands namely Red, Green and Blue and has a spatial resolution of 0.175 m. Goma is a city in the North Kivu province and has an approximate population of 800,000 inhabitants. There is a limited availability of high spatial resolution land cover products for the area [28]. The study area as presented in Figure 1 and shows Tile A and Tile B from which training and testing samples are drawn respectively. Each of the tiles covers an area of 1361 × 1635 m. We consider five land cover classes namely Buildings (BU), Vegetation (VG), Bare Soil (BS), Impervious Surface (IS) and Shadows (SH). 3000 random sampling locations from Tile A are used to provide the training data for both the FCN and GEOBIA approach. In the FCN approach, an image patch of 33 × 33 pixels is extracted around each location and a corresponding fully labelled ground reference image prepared through visual image interpretation by drawing contours around the five classes of interest. For the GEOBIA, a segment is extracted and labelled for each of the location. During testing, 1000 randomly selected and labelled individual pixels from Tile B are used to evaluate the classification methods.

2.2. FCN with Dilated Convolutions and Skip Architecture

The architecture of the implemented FCN is shown in Figure 2a. The building blocks of the architecture are convolutional layers. We make use of atrous (dilated) convolutions that involves interspersing a convolution filter with zeros to increase the receptive field of view without raising the number of parameters [8,12]. For a given filter having spatial dimensions of \( f \times f \), a dilated convolution with a rate, \( r \) introduces \( r - 1 \) zeros between the consecutive elements of the filter. The effective filter dimensions become \( f_e = f + (f - 1)(r - 1) \). An illustration of a convolutional layer with a dilation rate of 1 and 2 is illustrated in Figure 2b.

![Figure 2](image_url)

**Figure 2.** (a) Illustration of implemented FCN. Dilated convolutional layers with a rate, \( r = 2 \) are used in the first six convolutional layers. Zero padding of 1 is used in each of the convolutional layers. Maxpooling of \( 2 \times 2 \) and a stride of 1 is used. In (b) dilated convolution with \( r = 1 \) and \( r = 2 \) and filter size, \( f = 3 \) are illustrated. Key-\( MP \) (Maxpooling), \( RELU \) (Rectified linear unit), \( BN \) (Batch Normalization).

Each convolutional layer is comprised of \( d \) filters with a spatial dimension of \( f \times f \). During a convolution, the filters are shifted through a given number of steps, also called the stride, \( s \) of the convolution. Weights and biases are the learnable parameters of the filters. The FCN takes as input a raw image patch with dimension of \( m \times m \times d \) where \( m \) is the spatial dimension and \( d \) represents the number of channels in the input. A rectified linear unit (RELU) activation function, defined as \( f(x) = \max(0,x) \) is applied to introduce nonlinearities to the output of the convolution [29]. Batch normalization is then applied to minimize the internal covariate shift during training [30]. Pooling ensures that a dominant signal is propagated to the subsequent layer in the FCN network. In our FCN, we use Maxpooling (MP) with a window size of \( 2 \times 2 \) and stride \( s = 1 \), which ensures that the
feature maps are not downsampled. The receptive field of view is rather increased by using dilated convolutions whereby the dilation rate \( r = 2 \) in each of the dilated convolutional layers. The spatial dimensions of the feature maps (i.e., outputs of the convolutional layers) are controlled using zero padding and have a dimension of \( m - f_{e} + 2z \times m - f_{e} + 2z \times k \) where \( z \) is the number of zeros used to pad the input, \( f_{e} \) is the effective filter dimension after dilation, \( s \) is the stride of the convolution and \( k \) is the number of channels in the feature map.

In the FCN implementation of this paper, the first two convolutional layers have filters with dimension of \( 64 \times 5 \times 5 \) while the subsequent four have filters with a dimension of \( 64 \times 3 \times 3 \) similar to the architecture in Sherrah [9]. During training, the classification loss is given by the cross-entropy function given by:

\[
L(w) = -\frac{1}{N} \sum_{n=1}^{N} \sum_{c=1}^{C} y_{nc} \ln(\hat{y}_{nc})
\]  

where \( n \) is the number of pixels in mini-batch (i.e., a small subset of the training data), \( c \) is the number of classes, \( y_{nc} \) is the vector of true labels and \( \hat{y}_{nc} \) is the vector of predicted labels. We use stochastic gradient descent (SGD) with the backpropagation algorithm to optimize the learning using a mini-batch of size 128, in 100 epochs and a momentum of 0.9 [31,32]. The learning rate is set at 0.1 for the first 50 epochs and 0.001 for the subsequent epochs. Training is done from scratch and takes approximately 10 min using an 8 GB NVIDIA® GTX 1080 GPU. Skip connections are used to concatenate the feature maps of the first six convolutional layers and use them as the input to the last convolutional layer. It involves fusing features from low layers with abstract features from higher layers which is useful in recovering the primitive features learnt in the lower convolutional layers to allow for more regular edges in the classified maps. CNN learns features in a hierarchical fashion, and the abstract features poorly detect object contours and edges [13,17]. The last convolutional layer has filters of dimension \( 5 \times 1 \times 1 \) and is followed by a softmax activation function that gives the class distribution of scores for each input pixel \( x_{i} \), for \( i = 1 \ldots c \).

\[
p(y_{i}|x_{i}) = \frac{\exp(x_{i})}{\sum_{i=1}^{c} \exp(x_{i})}
\]  

Because of the GPU memory limitations, strips from the testing tile having a height of 100 pixels are loaded sequentially onto the GPU to obtain a prediction, after which all the predictions are merged to generate a fully labeled test tile. Our FCN is implemented using the opensource Python libraries namely Keras and Theano [33,34].

2.3. GEOBIA Semi-Automatic Processing Chain

The GEOBIA methodology is implemented using an open source semi-automated processing chain [27] which integrates GRASS GIS with Python and R programming languages [35,36]. The GRASS module “i.segment” based on region-growing algorithm is used for segmentation [37]. Ideally, an optimal segmentation should create homogeneous segments which are different from their neighbours [38], and should produce a trade-off between over- and under-segmentation. There are two main parameters controlling the behavior of this algorithm: “threshold” and “minsize”. The “threshold” parameter is synonymous with the scale parameter in common software used for segmentation. Its values range between 0 and 1, whereby low values (i.e., close to 0) generates over-segmentation while higher values (i.e., close to 1) results in under-segmentation. On the other hand, the “minsize” parameter determines the minimum number of pixels that can be merged into a segment after the final pass of the region growing algorithm.

The quality of a selected segmentation can have a significant impact on the accuracy of the classification [39] and as such, a robust and time efficient unsupervised segmentation parameter optimization (USPO) approach was undertaken [40]. In the literature, Moran’s I (MI) is used to describe the spectral variability between a segment and its neighbors and is considered an oversegmentation goodness metric while weighted variance (WV) describes the variability within a segment and is considered an
undersegmentation goodness metric. From a set of candidate segmentations, we selected the one that maximized the objective function of the F-score [41] which maximizes inter-segment heterogeneity and minimizes intersegment heterogeneity by using normalized WV and Global MI defined as:

\[
MI_n = \frac{MI_{\text{max}} - MI}{MI_{\text{max}} - MI_{\text{min}}} \\
WV_n = \frac{WV_{\text{max}} - WV}{WV_{\text{max}} - WV_{\text{min}}}
\]  

(3)

(4)

where \(WV_n\) is the normalized WV (or MI), \(WV_{\text{max}}\) is the highest WV (or MI) value of all examined segmentations, \(WV_{\text{min}}\) represents the lowest WV (or MI) value of all selected segmentations and WV describes the WV (or MI) value of the current segmentation [39]. The F-measure is given as:

\[
F_{\text{opt}} = \left(1 + a^2\right) \frac{WV_{\text{max}} - WV}{a^2 + WV_{\text{max}} - WV_{\text{min}}}
\]  

(5)

The calculations of the F-measure for the candidate segmentations were performed through the “i.segment.uspo” module in GRASS [42]. For comparison between FCN and the baseline classifier, the “minsize” parameter was set at 50, and different threshold values between 0.001 and 0.05 evaluated where the value of 0.018 was obtained. For determining the effect of scale and the “minsize” parameter, the parameter settings are presented in Table 1. Several features were computed on each segment derived from the RGB bands followed by feature selection whereby the informative features were the spectral descriptive features (minimum, median, mean, 1st, 3rd Quantiles, maximum, range, standard deviation, variance) and the geometrical covariates (compactness, fractal dimension, perimeter, area) that were used in training of the classification models [43]. 3000 objects were labeled based on the labels of the randomly sampled and visually labelled training points. The selected features were then used as input to a state-of-the-art supervised machine learning (ML) classifiers, namely Extreme Gradient Boosting (XGBoost). The parameters were optimized by Bayesian optimization for XGBoost [44].

2.4. Refining FCN Maps Using GEOBIA Segments

This step involves overlaying the segments generated in Section 2.3 with the classified map from FCN_skip. Then each segment is labelled with the majority class of the pixels within this segment [45]. This approach is abbreviated as FCN_obia and is illustrated in Figure 3.

![Legend](image)

**Figure 3.** Illustration of the FCN_obia. In (a), the raw image tile is presented, in (b) the segments from OBIA are overlaid over the raw image, in (c) the reference map is shown, in (d) the FCN classified map is shown, in (e) the majority class of pixels from the classified FCN map is assigned to each segment to give a refined map. The classes shown in the legend are: BD-building, VG-vegetation, BS-bare soil, IS-impervious surface and SH-shadows.
2.5. FCN\textsubscript{dec} and Patch-Based CNN

State-of-the-art deep learning baseline algorithms are used namely a fully convolutional network based on encoder-decoder network similar to SegNet \cite{15,46} (FCN\textsubscript{dec}) and a standard patch-based CNN (PB-CNN) that has a VGG-net type of architecture \cite{47}. The PB-CNN network contains four convolutional layers where the first two convolutional layers have filters of dimensions $32 \times 3 \times 3$ and are followed by a RELU activation function. A maxpooling layer of size $2 \times 2$ with a stride $s = 2$ is used to downsample the feature maps. The third and fourth convolutional layers have filters with a dimension of $64 \times 3 \times 3$ and are also followed by a similar maxpooling layer in the first two layers. The output of the convolutional layers is flattened and fed into a fully connected layer having 128 neurons. The last layer comprises a five-class softmax activation function used to predict the label of each pixel. During training, overfitting is mitigated by using dropout of 0.25 and 0.5 in the convolutional layers and the fully connected layers respectively \cite{48}. Also, a learning rate of 0.001 and a learning rate decay of $1 \times 10^{-4}$ is used over 100 epochs. A batch size of 32 is used. At inference, the central label for each patch is predicted and a pixelwise land cover map produced using a sliding window \cite{5}.

The FCN\textsubscript{dec} comprises three convolutional layers with downsampling in the encoding layers, and three transpose convolutional layers in the decoding layers. It is an example of a fully convolutional network and takes in an even input patch with dimensions of $32 \times 32 \times 3$ pixels. All the convolutional layers have filters with a dimension of $64 \times 3 \times 3$. A RELU activation, maxpooling layer of $2 \times 2$ and stride $s = 2$ and Batch normalization layers are applied after each of the convolutional and transpose convolutional layers. A five-class softmax activation layer produces two-dimensional prediction map having the same dimension as the input patch. The learning rate is set to 0.1 for the first 50 epochs and 0.001 for the subsequent 50 epochs whereas the batch size is set to 128.

2.6. Overview of Abbreviations

Several abbreviations for each of the experiments conducted in this paper have been used. The classifications of segments with XGBoost are abbreviated as XGB\textsubscript{obia} and denotes the baseline classifier of the paper. The experiments done using FCN with skip architecture and without skip architecture are denoted as FCN\textsubscript{skip} and FCN\textsubscript{noskip} respectively. FCN\textsubscript{obia} represents the FCN classification that has been refined using segments in a process of majority voting. FCN\textsubscript{obia 051}, FCN\textsubscript{obia 101}, FCN\textsubscript{obia 181}, FCN\textsubscript{obia 201}, FCN\textsubscript{obia 301} represents the use of segments generated using a threshold of 0.005, 0.01, 0.018, 0.02 and 0.03 respectively and “minsize” = 1. On the other hand, FCN\textsubscript{obia 055}, FCN\textsubscript{obia 105}, FCN\textsubscript{obia 185}, FCN\textsubscript{obia 185}, FCN\textsubscript{obia 205} and FCN\textsubscript{obia 305} represents the use of segments generated using a threshold of 0.005, 0.01, 0.018, 0.02 and 0.03 respectively and “minsize” = 50.

<table>
<thead>
<tr>
<th>Scale (threshold)</th>
<th>Minsize = 1</th>
<th>Minsize = 50</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.005</td>
<td>FCN\textsubscript{obia 051}</td>
<td>FCN\textsubscript{obia 055}</td>
</tr>
<tr>
<td>0.010</td>
<td>FCN\textsubscript{obia 101}</td>
<td>FCN\textsubscript{obia 105}</td>
</tr>
<tr>
<td>0.020</td>
<td>FCN\textsubscript{obia 201}</td>
<td>FCN\textsubscript{obia 205}</td>
</tr>
<tr>
<td>0.030</td>
<td>FCN\textsubscript{obia 301}</td>
<td>FCN\textsubscript{obia 305}</td>
</tr>
<tr>
<td>0.018</td>
<td>FCN\textsubscript{obia 181}</td>
<td>FCN\textsubscript{obia 185}</td>
</tr>
</tbody>
</table>

2.7. Computation of Accuracy Metrics and Other Area Metrics

For validation, 1000 points were randomly sampled and labelled using visual image interpretation. In each of the methods, a confusion matrix was produced from which the producer accuracy, the user
accuracy, and the overall accuracy were computed [49]. In addition, the overall F1 score for all the classes in each classification method was computed according to the formula:

$$\text{F1 score} = 2 \times \frac{\text{precision} \times \text{recall}}{\text{precision} + \text{recall}}$$  \hfill (6)

Moreover, the area of the polygons was also evaluated. 60 polygons for the building class were randomly identified and digitized manually. The classified maps of the FCN\_skip and FCN\_obia were converted to vector format and the corresponding building polygons extracted. Then, the proportion of the area of overlap and the proportion of the area outside the overlapping area with the reference polygon were computed. In Figure 4, the classified area within the reference polygon the classified area outside the reference polygon and the boundary of the reference polygon are shown.

![Figure 4. Figure illustrating computation of the overlap areas between classified pixels and the reference polygon. Only the building class is evaluated using this metric.](image)

The polygons are likely to have varying sizes; hence we compute the area proportions to allow for comparison. Where IA is the classified area within the reference polygon and EA is the classified area outside the reference polygon, the area proportions are computed as:

$$\text{Proportion} = \frac{\text{Classified area (IA or EA)}}{\text{Reference area}}$$ \hfill (7)

Ideally, values of IA should be near one, while values of EA should be close to zero.

3. Results

Accuracy assessment is carried out on an independent test set of 1000 points drawn from Tile B as already mentioned in Section 2.6. In Table 2, the producer accuracy (PA), the user accuracy (UA), the overall accuracy (OA) and the F1 score for the evaluated methods are presented. Generally, high OA and F1 scores are observed for the evaluated methods. The PB-CNN and the FCN\_dec have high classification accuracy. Lower classification accuracy is observed in the shadow class by the two methods and can be attributed to the effect of the downsampling layers and the fact that the shadows are linear and cover quite small areas in the image. Nonetheless, high classification metrics are observed in the building class by both methods. XGB\_obia has high classification accuracy as segmentations tends to minimize the intra-class variance and maximize between-class variance. The use of skip connections results in better classification variance and maximize between-class variance. The use of skip connections results in better classification accuracy as is seen in the results of the FCN\_noskip and FCN\_skip which have an OA of 88.2% and 91.30% and F1 score 92.41% and 94.38%
respectively. The building class for example benefits from the use of skip connections as the UA and PA are higher in FCN\_skip than in FCN\_noskip.

Table 2. Producer accuracy, user accuracy, overall accuracy and F1 score for the used classification methods (BD: building, VG: vegetation, BS: bare soil, IS: impervious surface and SH: shadows).

<table>
<thead>
<tr>
<th>Method</th>
<th>BD %</th>
<th>VG %</th>
<th>BS %</th>
<th>IS %</th>
<th>SH %</th>
<th>OA %</th>
<th>F1%</th>
</tr>
</thead>
<tbody>
<tr>
<td>XGB_obia</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UA</td>
<td>90.03</td>
<td>91.62</td>
<td>83.19</td>
<td>88.51</td>
<td>94.74</td>
<td>89.50</td>
<td>90.18</td>
</tr>
<tr>
<td>PA</td>
<td>90.32</td>
<td>92.66</td>
<td>84.61</td>
<td>88.22</td>
<td>90.91</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PB-CNN</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UA</td>
<td>88.15</td>
<td>94.41</td>
<td>98.68</td>
<td>78.61</td>
<td>92.86</td>
<td>86.90</td>
<td>80.37</td>
</tr>
<tr>
<td>PA</td>
<td>92.94</td>
<td>92.35</td>
<td>66.37</td>
<td>94.97</td>
<td>55.32</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FCN_dec</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UA</td>
<td>92.71</td>
<td>92.90</td>
<td>90.11</td>
<td>78.27</td>
<td>90.78</td>
<td>87.20</td>
<td>91.21</td>
</tr>
<tr>
<td>PA</td>
<td>89.74</td>
<td>92.57</td>
<td>72.57</td>
<td>94.30</td>
<td>62.76</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FCN_noskip</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UA</td>
<td>92.56</td>
<td>88.77</td>
<td>96.25</td>
<td>80.22</td>
<td>97.33</td>
<td>88.20</td>
<td>92.41</td>
</tr>
<tr>
<td>PA</td>
<td>92.26</td>
<td>94.29</td>
<td>65.81</td>
<td>94.28</td>
<td>73.74</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FCN_obia_055</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UA</td>
<td>94.27</td>
<td>90.37</td>
<td>98.80</td>
<td>85.24</td>
<td>98.81</td>
<td>91.30</td>
<td>94.87</td>
</tr>
<tr>
<td>PA</td>
<td>95.48</td>
<td>95.48</td>
<td>70.09</td>
<td>95.29</td>
<td>83.84</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FCN_obia_105</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UA</td>
<td>93.08</td>
<td>89.84</td>
<td>100</td>
<td>84.08</td>
<td>98.75</td>
<td>90.5</td>
<td>94.27</td>
</tr>
<tr>
<td>PA</td>
<td>95.48</td>
<td>94.91</td>
<td>70.09</td>
<td>94.28</td>
<td>79.78</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FCN_obia_185</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UA</td>
<td>94.86</td>
<td>89.42</td>
<td>100</td>
<td>82.18</td>
<td>98.70</td>
<td>90.01</td>
<td>95.01</td>
</tr>
<tr>
<td>PA</td>
<td>95.16</td>
<td>95.48</td>
<td>64.10</td>
<td>96.30</td>
<td>76.77</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FCN_obia_205</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UA</td>
<td>94.21</td>
<td>88.48</td>
<td>100</td>
<td>84.37</td>
<td>96.30</td>
<td>90.40</td>
<td>94.36</td>
</tr>
<tr>
<td>PA</td>
<td>94.52</td>
<td>95.48</td>
<td>66.67</td>
<td>96.30</td>
<td>78.79</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FCN_obia_305</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UA</td>
<td>94.82</td>
<td>90.81</td>
<td>100</td>
<td>81.02</td>
<td>97.44</td>
<td>89.80</td>
<td>94.67</td>
</tr>
<tr>
<td>PA</td>
<td>95.42</td>
<td>94.92</td>
<td>64.10</td>
<td>96.30</td>
<td>78.77</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FCN_obia_051</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UA</td>
<td>93.93</td>
<td>90.96</td>
<td>97.75</td>
<td>84.97</td>
<td>98.81</td>
<td>91.20</td>
<td>94.38</td>
</tr>
<tr>
<td>PA</td>
<td>94.84</td>
<td>96.61</td>
<td>74.36</td>
<td>93.27</td>
<td>83.84</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FCN_obia_101</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UA</td>
<td>93.97</td>
<td>90.48</td>
<td>98.88</td>
<td>85.76</td>
<td>98.81</td>
<td>91.50</td>
<td>94.72</td>
</tr>
<tr>
<td>PA</td>
<td>95.48</td>
<td>96.61</td>
<td>75.21</td>
<td>93.27</td>
<td>83.84</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FCN_obia_181</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UA</td>
<td>94.87</td>
<td>90.91</td>
<td>100</td>
<td>84.68</td>
<td>98.80</td>
<td>91.50</td>
<td>95.18</td>
</tr>
<tr>
<td>PA</td>
<td>95.48</td>
<td>96.05</td>
<td>72.65</td>
<td>95.95</td>
<td>82.83</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FCN_obia_201</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UA</td>
<td>93.97</td>
<td>89.89</td>
<td>100</td>
<td>84.59</td>
<td>97.62</td>
<td>90.9</td>
<td>94.72</td>
</tr>
<tr>
<td>PA</td>
<td>95.48</td>
<td>95.48</td>
<td>70.09</td>
<td>94.28</td>
<td>82.83</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FCN_obia_301</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UA</td>
<td>93.95</td>
<td>90.96</td>
<td>100</td>
<td>83.28</td>
<td>97.62</td>
<td>90.60</td>
<td>94.55</td>
</tr>
<tr>
<td>PA</td>
<td>95.16</td>
<td>96.61</td>
<td>67.52</td>
<td>93.94</td>
<td>82.83</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The use of segments introduces slight changes in the accuracy metrics. We observe that refining FCN with segments improves mostly the PA and UA of the building class as observed in FCN\_obia results. FCN\_obia_055 achieves the same OA as the FCN\_skip of 91.30 % but has a higher F1-score of 94.87% as compared to 94.38% of the FCN\_skip. Meanwhile FCN\_obia_101 has an OA of 91.50 % which is not a significant difference. The F1 scores are high but not significantly different.

In Figure 5a, there seems to be less variation in the OA when either a “minsize”=1 or 50 is used. This parameter controls the minimum number of pixels that can be contained in a segment after the last pass of the segmentation algorithm. The use of a suitable segmentation scale implies that after the last pass of the segmentation algorithm, there are unlikely to be many pixels that have not been assigned to a cluster. This implies that few pixels will be clamped into the wrong adjoining cluster. The influence of the threshold parameter can also be observed as presented in Figure 5b. A threshold of 0.005 and 0.5 result in OA of 90.30 % and 76.10% in the FCN\_obia results. The scale parameter affects the degree of segmentation, implying that over- or under-segmentation have an influence on
the final classification results where GEOBIA segments are used in improving the maps classified using convolutional neural networks.

![Figure 5](image-url)  
**Figure 5.** A chart illustrating influence of both scale and the minimum number of pixels in a segment on the overall accuracy (OA) of the FCN$_{obia}$ approach in (a) and the influence of only the scale parameter in (b).

We also compare the area of the classified buildings to the area of the reference polygons for FCN$_{skip}$ and FCN$_{obia0550}$ in Figure 6. From the area computations, there is less variation in the area computations between FCN$_{skip}$ and FCN$_{obia0550}$. While the FCN has the advantage of prediction with a high accuracy, the GEOBIA segments produce a more regular map. Combination of both approaches via majority voting can only serve to complement both methods, hence similar area computations. Moreover, the uncertainty inherent in the predictions from either of the approaches was not considered in this work and could be the subject of future works.

![Figure 6](image-url)  
**Figure 6.** A chart that illustrates the calculated area proportions for the area of classified pixels outside the reference polygon (EA) and the area of classified pixels within the reference polygon (IA). Both mean and median values are presented to consider any outliers that might be present in the data. The areas have been computed for FCN$_{skip}$ and FCN$_{obia0550}$ experiments.

A visual assessment on the quality of the classified maps is carried out. Generally, the methods produce high quality maps because the classes are well distinguished in most cases. Several scenes are provided through snippets in Figures 7 and 8. The maps from XGB$_{obia}$ have better defined edges
and corners especially for buildings. The maps from FCN\textsubscript{noskip}, FCN\textsubscript{dec} and PB-CNN have much more rounded edges as compared to FCN\textsubscript{skip}. The maps produced using FCN\textsubscript{obia} have better defined edges and corners, which is an improvement when compared to the FCN maps. However, it is observed that the method has challenges especially where there is a misclassification in the FCN. For example, in Scene 3 of the FCN\textsubscript{skip}, part of the roof is misclassified as impervious surface. The FCN\textsubscript{obia} is unable to correct the misclassification as seen in scene 3 of FCN\textsubscript{obia0550}.

4. Discussion

4.1. FCN\textsubscript{dec} and PB-CNN

High classification accuracy results and classified maps are obtained by both the FCN\textsubscript{dec} and PB-CNN in our experiments. Despite this, a limitation of PB-CNN is the high computation cost at inference. The PB-CNN takes an average of six hours as opposed to FCN\textsubscript{dec} that takes an average of 25 min to produce a classified map of Tile B. PB-CNN is limited by the redundant operations that must be performed on the neighboring pixels during training and testing [6,9]. However, there do exist strategies for speeding up the prediction by Patch-based CNN such the “shift-and-stitch” technique [50]. PB-CNN has a lower classification accuracy for the shadow class. In Volpi and Tuia [7], a patch-based CNN had challenges detecting the vehicle class from VHR imagery. The shadows in this study cover smaller and are more linear which may pose a limitation due to use of downsampling layers in the architecture. Lastly, the depth of the network is limited by the size of the input patch. Design of a deeper convolutional network that allows for learning of even more complex features will require a large patch size if it is to contain downsampling layers, but this is accompanied by high cost of computation. Larger filter size also affects the number of parameters and consequently, creates need for more training data and influencing the depth of the network especially if convolutional layers with downsampling layers are used [47]. The FCN\textsubscript{dec} design is less flexible than the FCN\textsubscript{skip} or FCN\textsubscript{noskip} because the downsampling and upsampling layers need to have matching dimensions [8].

4.2. FCN vs. GEOBIA

VHR images pose a classification challenge because of the high intra-class variance and low inter-class variance. In this work, several state-of-the-art approaches have been investigated and metrics such as the overall accuracy, the producer accuracy, the user accuracy and the F1 score computed. In Table 2, high accuracy values are observed which indicates the evaluated approaches perform well in the classification of VHR aerial imagery. The use of a machine learning algorithm to classify segments generated by a semi-automatic processing chain results in high classification accuracy as observed with XGB\textsubscript{obia}. The maps from XGB\textsubscript{obia} have a good visual quality and better-defined edges as compared to FCN\textsubscript{skip} and FCN\textsubscript{noskip}. The baseline method used here, namely XGB\textsubscript{obia}, performed well because segments have homogeneous characteristics that are more descriptive than individual pixels [51]. This is consistent with literature because the creation of segments aims to group pixels with the goal of minimizing the intra-class variance. Moreover, the extraction of additional features in form of various statistics of the objects which are later used in training the classifier can explain the high accuracy of this approach. The heterogeneous roof structure with different roofing materials such as dust and rust deposits could explain some misclassification in the GEOBIA approach. On the other hand, The FCN learns spatial-contextual features directly from the raw input image in a hierarchical fashion which gives it a better generalization capability.

4.3. FCN\textsubscript{skip} vs. FCN\textsubscript{noskip}

In this paper, two architectures either with or without skip connections have been investigated. The use of skip architecture helps to recover high spatial information lost through a series of convolution operations. They can recover the basic features learnt in the low convolutional layers by infusing the primitive features from the low layers with the abstract features in the deeper layers, hence
better edge detection and numerical accuracy of the classified map \cite{52,53}. The effect of smoothed edges and rounded corners in FCN maps was minimized using skip architecture within the FCN as observed in the classified maps of FCN\textunderscore skip and FCN\textunderscore noskip in Figure 7. Although noticeable, this improvement is a slight one.

![Figure 7. Classification maps of sample scenes for XGB\textunderscore obia, FCN\textunderscore noskip, FCN\textunderscore skip and FCN\textunderscore obia methods. BD-Building, VG- Vegetation, BS- Bare Soil, IS- Impervious surfaces, SH- Shadows.](image-url)
4.4. FCN\textsubscript{skip} vs. FCN\textsubscript{obia}

In exploring the complementarity of GEOBIA and FCN based approaches, a series of experiments where segments generated through GEOBIA were combined with the FCN classification are conducted. Although the quantitative improvements are low, the visual quality assessment illustrates a non-negligible improvement. In most cases, there is an improved boundary definition of classes such as buildings. This can be useful in improving the ease of human interpretation, post-processing and shapefile generation of man-made structures. Some classes such as the buildings greatly improve and could be useful in producing high quality built-up products. Indeed, some misclassifications were present, and this could be attributed to the challenging urban fabric characterizing most cities in SSA. Exploring alternative GEOBIA approaches such as joint sparsity approach where a sparse representation of segments is created and used to train a machine learning classifier could be an interesting direction in future works [54,55].

The scale parameter (or threshold) is the most sensitive parameter in the FCN\textsubscript{obia} approach. Indeed, the quality of the segmentation will influence the process of majority voting. Large values of scale result in under-segmentation and is accompanied by low classification accuracy as shown in Figure 5b. In addition, better performance could be achieved if the quality of the FCN classification is high with less misclassified pixels. Some of the limitations of the approach include the propagation...
of uncertainty present in the FCN classification and the GEOBIA classification. Quantifying the uncertainty is beyond the scope of this paper but could form the basis of subsequent works.

In addition to the common accuracy metrics, we evaluated the area of overlap of the classified map in relation to the area of the reference polygons. Comparing the results of the FCN\_skip and the FCN\_obia, slight differences do appear. Both methods have similar approximations of the area for the classified pixels. Complementarity of GEOBIA and FCN approaches can lead to high accurate maps with better definition of edges [22].

The advantage of deep learning is that it allows for the learning of features directly from the input data in an end-to-end fashion. In Marmanis et al. [17], an edge detector is explicitly incorporated in the FCN classification pipeline. Indeed, the experiments here have demonstrated the added complementarity of FCN and GEOBIA based techniques. The explicit incorporation of the segmentation information might lead to better classification results and is suggested for future works. This might help in constraining the predictions to the structure of the segments.

5. Conclusions

In this work, we have investigated the utility of deep fully convolutional networks for the classification of VHR aerial images of an urban environment in Goma, The Democratic Republic of Congo. Experiments have been conducted using a standard patch-based CNN architecture, an FCN with encoder-decoder architectures, an FCN with and without skip connections and atrous convolutions. Further, baseline experiments using semi-automatic GEOBIA processing chain and a machine learning classifier namely XGBoost have been explored. Lastly, the utility of combining FCN classifications with GEOBIA segments is explored.

To our knowledge, it is the first application of FCN and comparison for multi-class classification for an urban environment of an African city. We also compare the classification results to a state-of-the-art semi-automatic GEOBIA processing chain. We evaluate the accuracy on an independent tile from which no training samples were derived. Lastly, we demonstrate how to improve boundary definition of FCN classification results by using segments which was beneficial for the buildings and impervious ground surfaces. Indeed, the quality of the segmentation has an impact on the refinement process. The high performance of FCN is attributed to the learning of spatial contextual features directly from the input image in an end-to-end fashion. Furthermore, the use of a skip architecture helps to recover the high spatial information from the lower convolutional layers, resulting in an improvement in the classification accuracy. One key point of our approach is the improved classification accuracy of buildings. This is useful for the creation of up-to-date and accurate land cover maps for socio-economic use. The edges are more defined, and the UA and PA increased, although with slight values. One of the future works will involve investigating the propagation of uncertainty in the final classification results. Moreover, explicit incorporation of segmentation results into the deep learning framework would provide another dimension for the integration of GEOBIA based approached and FCN based approaches.
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