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Abstract: During the registration and georeferencing of terrestrial laser scans, it is common to use targets to mark discrete points. To improve the accuracy of the registration, the uncertainties of the target center estimation (TCE) have to be minimized. The present study examines different factors influencing the precision of the TCE. Here, the focus is on the algorithm and the target design. It is determined that, in general, the uncertainties of the TCE are much smaller than those indicated by the manufacturers. By comparing different algorithms for the first time, it was possible to clearly determine that an algorithm using image correlations yields the smallest standard deviations for the TCE. A comparison of different target designs could not identify an ideal commercially available target. For this reason, a new target, the BOTA8 (BOnn TArget with 8-fold pattern) was developed, which leads to smaller standard deviations than the previous targets. By choosing the best algorithm and improving the target design, standard deviations of 0.5 mm in distance direction and 1.2 arcsec in angular direction for a scan distance up to 100 m were achieved with the laser scanner Leica ScanStation P20. The uncertainties could be reduced by several millimetres and angular seconds compared to the manufacturer’s targets and software.
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1. Motivation

In recent years, terrestrial laser scanning (TLS) has become an established measuring technique in engineering geodesy. For many TLS applications, laser scanning targets are employed, as for example in the data acquisition of a measured object from different stations or in deformation monitoring [1,2]. In these cases, target coordinates extracted from the 3D point cloud are used to register the single point clouds to a joint point cloud. Another example of the application of targets is the calibration of laser scanners. Here, the target center coordinates are used to determine systematic errors of the laser scanner’s construction [3,4]. Especially for these two examples (registration and calibration), a highly precise target center estimation is required in order to achieve likewise precise results for the registration of point clouds or the calibration of laser scanners.

In many cases, plane black and white targets with checkerboard pattern are applied as shown in Figure 1. Based on the measured three-dimensional coordinates of the target and its intensities, the target center is estimated from the point cloud by means of an algorithm. Although targets are widely used, the uncertainties of the target center estimation (TCE) have hardly been investigated [5] yet. This study discusses the influence of the laser scanner, scan geometry, atmosphere, target design, and algorithm on the uncertainty of the TCE. Although their connections to the uncertainty of the
TCE are explained in more detail in Section 2, it is already mentioned that this paper will focus on the investigation of the algorithm and the target designs.

In order to compare the influencing factors, it is essential to first define a measure for the quality of the TCE. The uncertainty of the TCE generally includes both systematic and random errors [6,7]. All factors influencing the uncertainty of the TCE are discussed below with respect to their random and systematic errors.

Figure 1. Left: image of a plane black and white target with checkerboard pattern (Leica Tilt&Turn-Target), right: scanned point cloud of the target (intensity-colored).

All in all, this paper aims to answer four questions:

1. How accurate is the TCE in general?
2. How large is the influence of the algorithm on the TCE?
3. How large is the influence of the target design on the TCE?
4. How can the accuracy of the TCE be increased?

This paper is structured as follows: Section 2 explains the factors influencing the uncertainty of the TCE in more detail. Section 3 examines the influence of the selected algorithm on the uncertainty and Section 4 examines the influence of different target designs. Section 5 summarizes the findings and offers perspectives for future research.

2. Influencing Factors on the Precision of Target Center Estimation

The influencing factors on the precision of the TCE can be defined analogously to the influencing factors of the single point measurement according to Zogg [8] and Soudarissanane [9], whereby the four influencing variables are extended by the influence of the algorithm estimating the target center (Figure 2):

1. **Laser scanner**: The influence of the laser scanner on the uncertainty of the TCE essentially depends on two variables:
   
   (a) The uncertainty of the scan points: Random errors of the angle and distance measurements lead to random errors in the three-dimensional point cloud, which is used for the TCE [10]. The systematic errors of the laser scanner shift the target center systematically. However, eliminating these systematic errors is the task of laser scanner calibration [3,11]. The systematic errors of the laser scanner are therefore not considered in this study.
   
   (b) The angular resolution and divergence of the laser beam: They define the effective spatial point density on the target [12,13]. It is assumed that a higher point density can lead to a more precise TCE than a lower point density, since the transition between black and white parts can be reconstructed sharper.

   Both points lead to the fact that the precision of the TCE differs for different laser scanners and angular resolution settings.

2. **Scan geometry**: The geometry includes the distance and the incidence angle of the laser scanner to the target [14]. The returning intensity of the laser beam decreases with increasing distance, as well as with increasing incidence angle [15,16]. This leads to a decrease in the precision of the point cloud [17,18]. Since the target center is estimated from this point cloud, it can be assumed
that the geometry also has an influence on the precision of the TCE. Zámečníková et al. [19] show that systematic errors in the single point measurement can also occur due to the incidence angle.

3. **Atmosphere**: As with all electro-optical distance measurements, the atmosphere has an influence on the precision of the point. Due to the usual target distances of a few hundred meters and the sufficient correction models, which take temperature, air pressure, and humidity into account [20], it is of minor importance for TLS and thus also for the precision of the TCE. Therefore, the atmosphere will not be considered further in the following.

4. **Target design**: It is known from the literature that the properties of the measured object, such as material, surface finish, color, and reflectivity, also affect the precision of the point cloud [8,10,21]. As with scan geometry, it can be assumed that the precision of the single point also influences the precision of the TCE. In addition to the object properties mentioned, the shape and pattern of the target have to be considered. A detailed description of these properties can be found in Section 4.1. Some studies have already investigated isolated parameters of targets [22–24], but no comparison of different commercially available targets has been made yet.

When using spherical targets, systematic errors can occur due to one-side scanning of the target [23,25]. These systematic errors are referred to as “squishing” and “flaring” effects. Therefore, only plain black and white targets are considered in the following.

5. **Algorithm**: From the point cloud recorded by the laser scanner, the coordinates of the target are estimated by means of an algorithm. For this, there are multiple algorithmic approaches [26–28]. It is assumed that not all algorithms provide equally precise coordinates. Hence, the following section investigates different algorithms for the TCE.

The consideration of the influencing factors with regard to the systematic and random errors in the TCE comes to the following conclusion: systematic deviations can be largely eliminated by calibrating the laser scanners, by corrective models of the atmosphere, and by using flat targets. The algorithms are assumed to be unbiased, thus no systematics are expected. Only the systematic errors due to the incidence angle [19] remain. However, since the incidence angles during the scanning of targets are usually small and the error on the TCE will behave the same as for the single point measurement, this systematic error will not be examined further.

Finally, only random errors remain, which can be caused by the laser scanner, the scan geometry, the target design, and the algorithm. In order to describe the accuracy of the TCE, it is therefore sufficient to quantify just the precision of the TCE using empirical standard deviations $\sigma$ from multiple measurements.

The following sections focus on quantifying the influences of the algorithm and of the target design. However, the influence of the scan geometry is considered in the experiments. Furthermore, the experiments were carried out with different laser scanners and different resolutions. The latter experiments are not explicitly shown here, since the findings for the algorithms and target designs are similar.

3. **Influence of the Algorithm on the Uncertainty of the Target Center Estimation**

   The aim of the algorithm for the TCE is to estimate the coordinate of the signalised discrete point of a target from the recorded point cloud. For this purpose, different approaches and algorithms
exist, which are described in Section 3.1. In Section 3.2, the estimates of the different algorithms are empirically compared.

3.1. Algorithmic Approaches for Target Center Estimation

The users of terrestrial laser scanners often apply the respective manufacturer software for the TCE. The methodology of the algorithms applied in this software is usually kept secret for competitive reasons. For details on existing methodological approaches for TCE algorithms, scientific publications can be considered. Here, a number of different algorithms for the TCE can be found, which are described in their basic principles. In Table 1, the previous publications are divided into three categories (A–C) according to their methodological approaches.

Table 1. Literature overview of algorithms for the target center estimation (TCE) categorized into three methodological approaches.

<table>
<thead>
<tr>
<th>Category</th>
<th>Methodology</th>
<th>Publication</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Averaging techniques</td>
<td>Lichti et al. [29] Gordon et al. [30] Valanis &amp; Tsakiri [31]</td>
</tr>
<tr>
<td>B.1</td>
<td>Using image gradients</td>
<td>Eling [32] Chow et al. [33] Chow et al. [26]</td>
</tr>
<tr>
<td>B.2</td>
<td>Using middle intensities</td>
<td>Ge &amp; Wunderlich [27] Rachakonda et al. [34]</td>
</tr>
<tr>
<td>C.1</td>
<td>Image correlation</td>
<td>With symmetry</td>
</tr>
<tr>
<td>C.2</td>
<td>With template</td>
<td>Omidalizarandi et al. [38] Kregar et al. [28]</td>
</tr>
</tbody>
</table>

Category A: The first TCE algorithms based on simple averaging techniques were published in the early 2000s [29,30]. These were improved in the following years and further developed [31], but their uncertainties remained in the range of several millimeters to centimeters. Therefore, this category of algorithms has no scientific relevance anymore.

Category B: The algorithms of this category use the edges between the black and white areas of the targets for the TCE. For instance, an intensity image is derived from the point cloud and the edges are extracted using image gradients (Cat. B.1) [32,33]. The first publications of this approach referred only to radial symmetric targets, later the method was extended to the widely used checkerboard targets by Chow et al. [26]. In Section 3.1.1, such an algorithm is described in more detail. The algorithms of category B.2 extract the edges of the black and white transitions not from intensity images but directly from the intensities of the measured points [27,34]. An algorithm of category B.2 is described in detail in Section 3.1.3.

Category C: The last category of algorithms is based on the TCE using correlations. Either the symmetry of the targets is used to find the targets in an intensity image (category C.1) [35–37] or the coordinates of the signalised points are estimated with a template (category C.2) [28]. This approach is also used for determining target centers in RGB images obtained by image-assisted total stations [38].

From previous publications, the algorithms of category C.1 seem more suitable for the coarse identification of targets in an intensity image and not for a precise coordinate estimation. Therefore, the algorithms of this category are not considered further. In contrast, the approach of category C.2 allows a precise estimation of the target center [28]. In Section 3.1.2, an algorithm of category C.2 is described in more detail.
3.1.1. Algorithm Using Image Gradients (B.1)

The algorithm using image gradients (Cat. B.1) described in the following is mainly based on the paper of Chow et al. [26]. The algorithm can be structured into five main steps:

1. **Plane fitting:** Since the algorithm is limited to plane targets, a plane can first be estimated through the point cloud $X$ of the target. The RANSAC algorithm [39] is used to estimate a plane and thus identify all points that belong to this plane. Then, a final plane is estimated through the identified points of the target plane using the least squares adjustment [40]. To ensure a correct plane estimation, the stochastic model of a single point with its distance standard deviation $\sigma_r$ and angular standard deviation $\sigma_w$ has to be considered. After the plane estimation, the points are projected into the plane according to their residuals. So, in the following, the component orthogonal to the plane is neglected and only the remaining 2D point cloud $X_p$ is considered.

2. **Intensity image:** The 2D point cloud $X_p$ is segmented into grid cells to derive an intensity image $I$ from the point cloud. Each grid cell forms a pixel to which a unique $x$ and $y$ coordinate can be assigned. The grey value of the pixel is interpolated from the intensities of the point cloud. The pixel size is theoretically arbitrary, but further investigations in preparation for the present study have shown that a pixel size smaller than 1 mm does not further improve the precision of the algorithm. Therefore, the pixel size is set to 1 mm in this paper.

3. **Edge detection:** The edges between the black and white areas of the image are now extracted from the intensity image $I$ with the help of image gradients. For this, the Canny algorithm [41] is used. As a result, an edge image $E$ is obtained.

4. **Line fitting:** The extracted edge pixels are used to estimate two lines, which represent the transitions of the checkerboard pattern. Again, the RANSAC algorithm first estimates the two best lines through all edge pixels in $E$ to classify whether the pixels belong to one of the two lines and if so, to which line. These pixels are then used to estimate the two best lines $g_1$ and $g_2$ using a least squares adjustment.

5. **Final coordinate calculation:** From the intersection of the two lines $g_1$ and $g_2$, the two-dimensional coordinates of the target center are obtained. The plane parameters from step 1 are used to transform the coordinate back into the three-dimensional space and to obtain the final 3D coordinate of the target center.

3.1.2. Algorithm Using Image Correlations (C.2)

The algorithm using image correlations with an artificial template (Cat. C.2) is mainly based on the paper of Kregar et al. [28]. The algorithm can be structured into four main steps:
1. **Plane fitting:** Same procedure as for the algorithm using image gradients, see Section 3.1.1.
2. **Intensity image:** Same procedure as for the algorithm using image gradients, see Section 3.1.1.
3. **Image correlation:** An artificial template is generated, which contains an image of an ideal black and white target. Then, the cross-correlations between the template and the intensity image are calculated. For the location, where the image correlation is highest, the x and y values are taken from the grid of step 2 and the 2D coordinate of the target is derived. This procedure can also be referred to as correlation-based image registration.

In order to extend the approach of Kregar et al. [28] from radially symmetric targets, such as circles, to targets with checkerboard pattern, this step is repeated for different rotations of the template. The 2D coordinates of the different rotations with the highest overall image correlation gives the best solution. The step size used for the various rotations is set to 1° because further investigations in preparation for the present study have shown that smaller step sizes have no influence on the precision of the algorithm.

In order to improve the precision of the algorithm, the translations are estimated in the subpixel range, according to the method described by Guizar-Sicairos et al. [42].

4. **Final coordinate calculation:** The location with the highest image correlation already provides the 2D coordinate of the target center. With the help of the plane parameters from step 1, the 2D coordinate can be calculated into the aimed 3D coordinate of the target center.

### 3.1.3. Algorithm Using Middle Intensities (B.2)

The algorithm using middle intensities (Cat. B.2) described in the following is mainly based on the paper of Ge & Wunderlich [27]. The algorithm can be structured into four main steps:

1. **Plane fitting:** Same procedure as for the algorithm using image gradients, see Section 3.1.1.
2. **Edge detection:** The idea is to extract the edges directly from the intensities of the scan points. Hence, no intensity image is generated in contrast to the algorithm using image gradients. It is assumed that points which lie on the edges between the white and black areas also have middle intensity values. Ge & Wunderlich [27] named them “middle values”. Their intensities are therefore smaller than the intensities of the white areas and larger than the intensities of the black areas.

Ge & Wunderlich [27] use fixed thresholds to classify the middle intensities. However, as these change greatly depending on the current scan situation, the algorithm is extended by an automatic threshold setting. Using the k-mean algorithm, the intensities are clustered into “white” and “black”. Intensities that do not belong to any of the two clusters lie in between and are assumed to be points on the edges.

3. **Line fitting:** Analogous to the algorithm using image gradients, two lines are estimated through the points of the edges from step 2. Again, the RANSAC algorithm first estimates which points belong to which line. Subsequently, the two final lines $g_1$ and $g_2$ are estimated through these points with the help of a least squares adjustment.

4. **Final coordinate calculation:** Same procedure as for the algorithm using image gradients, see Section 3.1.1.

### 3.2. Empirical Comparison of the Different Algorithms

In order to validate the performance of each algorithm, targets are scanned multiple times as described in Section 3.2.1. Afterwards, the precision of the TCE is estimated for each algorithm in Section 3.2.2. The results are analyzed in Section 3.2.3.

#### 3.2.1. Experimental Setup

To investigate the different algorithms empirically, ten Leica Tilt&Turn targets are scanned eight times by means of the laser scanner Leica ScanStation P20 with an angular resolution setting of 0.8 mm at 10 m. In order to also consider different scan geometries, the targets are scanned at nine distances
between 2 m and 100 m. A schematic drawing of the experimental setup and an exemplary point cloud can be seen in Figures 4 and 5, respectively.

**Figure 4.** Schematic drawing of the experimental setup for the investigation of the algorithms’ precisions.

**Figure 5.** Exemplary point cloud of the ten scanned Leica Tilt&Turn-Target for the investigation of the algorithms’ precisions.

### 3.2.2. Methodology for Evaluation

For each distance $d$ and each of the eight repetitions $k$, the coordinates $x = [r, h, v]^T$ of all targets $t$ are determined by means of the manufacturer software Cyclone, the algorithm using image gradients, the algorithm using image correlations and the algorithm using middle intensities. Here, $r$ equals the distance, $h$ the horizontal direction, and $v$ the zenith angle.

When the coordinates of the eight repetitions are examined more closely, it is evident that the coordinates shift systematically with each repetition. Since all ten targets showed similar movements, an analysis of variance (ANOVA) was performed confirming that the movement of the targets was significantly related to a movement of the scanner between the repetitions. The reasons for the scanner movement may possibly be thermal effects or torques, but its analysis is not the focus of this study. If standard deviations of the eight repetitions were calculated, these would be biased because of the systematic movement of the scanner. Therefore, coordinate differences of two adjacent targets $t$ and $t+1$ are calculated with

$$
\Delta x([t,t+1], k, d, a) = x(t+1, k, d, a) - x(t, k, d, a) = 
\begin{bmatrix}
\Delta r([t,t+1], k, d, a) \\
\Delta h([t,t+1], k, d, a) \\
\Delta v([t,t+1], k, d, a)
\end{bmatrix}
$$

for each repetition $k$, each distance $d$, and each algorithm $a$. From the ten coordinate differences of the repetitions, it is now possible to calculate standard deviations of the differences $\delta_{\Delta r}([t,t+1], d, a)$, $\delta_{\Delta h}([t,t+1], d, a)$, and $\delta_{\Delta v}([t,t+1], d, a)$ for which the systematic movements of the scanner have no influence. This procedure is necessary here, since the precision of the TCE is to be investigated independently of the systematic effects of a laser scanner.
Since the standard deviation increases by a factor of $\sqrt{2}$ due to the calculation of differences, the standard deviation of a single TCE can also be calculated from the standard deviation of the coordinate differences using the following formula

$$\hat{\sigma}_r(t, d, a) = \hat{\sigma}_{\Delta r}([t, t+1], d, a) / \sqrt{2},$$ (2)

$$\hat{\sigma}_h(t, d, a) = \hat{\sigma}_{\Delta h}([t, t+1], d, a) / \sqrt{2},$$ (3)

$$\hat{\sigma}_v(t, d, a) = \hat{\sigma}_{\Delta v}([t, t+1], d, a) / \sqrt{2}.$$ (4)

As the standard deviations of the different targets $t$ hardly differ, they can be averaged to the standard deviations $\hat{\sigma}_r(d, a)$, $\hat{\sigma}_h(d, a)$, and $\hat{\sigma}_v(d, a)$. Since the standard deviations of the horizontal direction $\hat{\sigma}_r(d, a)$ and the zenith angle $\hat{\sigma}_v(d, a)$ also show hardly any differences, these are averaged to a standard deviation $\hat{\sigma}_w(d, a)$ of the angles $w$.

As results of this data processing, standard deviations $\hat{\sigma}_r(d, a)$ and $\hat{\sigma}_w(d, a)$ for each of the four algorithms $a$ depending on the distance $d$ are obtained.

### 3.2.3. Analysis of the Algorithms’ Precisions

The calculated standard deviations are visualised in Figure 6 and listed in Table 2. The Figure shows that the standard deviations of the distance $\hat{\sigma}_r$ do not differ significantly across the different algorithms (Figure 6, left). Up to a scan distance of 20 m they are in the lower sub-millimetre range and rise to a few millimetres at 100 m scan distance. Since the targets are approximately aligned to the scanner, the standard deviation in distance direction is determined by the precision of the plane estimation. As all three algorithms perform a least squares adjustment for the plane estimation, hardly any differences between the three algorithms are recognizable. The small differences come either from the random part of the RANSAC plane estimation in the first step of the algorithms or from the errors in angular direction, which indirectly affect the distance error when the targets are not exactly aligned orthogonally to the scanner.

![Figure 6](image_url)

*Figure 6. Empirical standard deviations in distance direction $\hat{\sigma}_r$ and angular direction $\hat{\sigma}_w$ for each algorithm depending on the distance.*
Table 2. Empirical standard deviations in distance direction $\hat{\sigma}_r$ and angular direction $\hat{\sigma}_w$ for each algorithm (Cyc.: Cyclone, im.grad.: image gradients, im.corr.: image correlations, mi.int.: middle intensities).

<table>
<thead>
<tr>
<th>Scan Distance</th>
<th>$\sigma_r$,Cyc. $[\text{mm}]$</th>
<th>$\sigma_w$,Cyc. $[^\circ]$</th>
<th>$\sigma_r$,im.grad. $[\text{mm}]$</th>
<th>$\sigma_w$,im.grad. $[^\circ]$</th>
<th>$\sigma_r$,im.corr. $[\text{mm}]$</th>
<th>$\sigma_w$,im.corr. $[^\circ]$</th>
<th>$\sigma_r$,mi.int. $[\text{mm}]$</th>
<th>$\sigma_w$,mi.int. $[^\circ]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.30</td>
<td>42.8</td>
<td>0.03</td>
<td>3.0</td>
<td>0.02</td>
<td>0.4</td>
<td>0.06</td>
<td>4.8</td>
</tr>
<tr>
<td>5</td>
<td>0.15</td>
<td>11.3</td>
<td>0.03</td>
<td>2.5</td>
<td>0.02</td>
<td>0.3</td>
<td>0.02</td>
<td>1.8</td>
</tr>
<tr>
<td>10</td>
<td>0.11</td>
<td>3.2</td>
<td>0.05</td>
<td>1.1</td>
<td>0.03</td>
<td>0.2</td>
<td>0.05</td>
<td>1.3</td>
</tr>
<tr>
<td>15</td>
<td>0.09</td>
<td>1.3</td>
<td>0.07</td>
<td>0.9</td>
<td>0.05</td>
<td>0.2</td>
<td>0.06</td>
<td>0.8</td>
</tr>
<tr>
<td>20</td>
<td>0.10</td>
<td>0.9</td>
<td>0.09</td>
<td>0.9</td>
<td>0.07</td>
<td>0.2</td>
<td>0.09</td>
<td>0.8</td>
</tr>
<tr>
<td>35</td>
<td>0.27</td>
<td>4.1</td>
<td>0.28</td>
<td>1.6</td>
<td>0.26</td>
<td>0.6</td>
<td>0.34</td>
<td>1.5</td>
</tr>
<tr>
<td>50</td>
<td>0.57</td>
<td>2.1</td>
<td>0.70</td>
<td>2.4</td>
<td>0.39</td>
<td>0.8</td>
<td>0.46</td>
<td>1.9</td>
</tr>
<tr>
<td>75</td>
<td>2.41</td>
<td>4.1</td>
<td>0.93</td>
<td>4.4</td>
<td>1.00</td>
<td>0.9</td>
<td>1.35</td>
<td>3.0</td>
</tr>
<tr>
<td>100</td>
<td>3.77</td>
<td>8.0</td>
<td>−−</td>
<td>−−</td>
<td>2.43</td>
<td>0.9</td>
<td>2.42</td>
<td>4.4</td>
</tr>
</tbody>
</table>

The standard deviations in angular direction $\hat{\sigma}_w$ show significant differences between the different algorithms (Figure 6, right). The precision of the TCE by manufacturer software is similar to the precision of the algorithms using image gradients and middle intensities. The algorithm using image correlations, however, provides significantly smaller standard deviations $\hat{\sigma}_w$. Both in the close range up to 20 m and in the medium range up to 100 m, the algorithm using image correlations, with a standard deviation of about 1 arcsec, is clearly superior to the other algorithms, with standard deviations of several arc seconds. The effect of this superiority becomes apparent when the angular standard deviations are converted from arc seconds into millimeters. Here, the standard deviation of the distance is slightly larger than half a millimeter at a scan distance of 100 m. Furthermore, it should be noted that the curves in angular direction $\hat{\sigma}_w$ are calculated from the mean of $\hat{\sigma}_h$ and $\hat{\sigma}_v$ and are thus smoother than the curves of $\hat{\sigma}_r$ for which no mean calculation is performed.

For the TCE using manufacturer software (here Leica Cyclone), the standard deviations are in the submillimeter range for distances up to 20 m and thus well below the accuracy of 2 mm specified by the manufacturer [43]. For longer scan distances of up to 100 m, the standard deviations increase to a few millimeters. However, it should be noted that the manufacturer recommends the TCE only for distances up to 50 m.

In summary, three things can be stated:

- The precision of the TCE is significantly higher than generally expected and specified by the manufacturer. In the close range (up to 20 m), the standard deviations are all in the submillimetre range and, for longer distances (up to 100 m), they equal a few millimetres.
- For the precision in distance direction it is irrelevant which algorithm is used for the TCE, except for the manufacturer software Leica Cyclone.
- Contrastingly, the algorithms differ significantly in their angular precision. Here, the algorithm using image correlations achieves the best results with a standard deviation of just slightly more than 1 arcsec over the entire measuring range.

4. Influence of the Target Design on the Uncertainty of the Target Center Estimation

Section 4.1 focuses on preliminary considerations for possible target designs. Section 4.2 empirically investigates the precision of different target designs, available from manufacturers and laser scanning shops. In Section 4.3, the findings are used to design a new target and compare this with the previous ones.

4.1. Preliminary Considerations of Target Designs

Besides the geometric description, the properties color, material, surface finish, and reflectivity are used to describe the target designs in previous literature [25,44,45]. They are briefly explained in the following:
Geometry: In the geometric form of targets, a differentiation is made between plane and spatial targets. Spatial targets, e.g., spheres, can signal a reference point only by their geometric shape. For plane targets, radiometric information (intensities) have to be used to determine the reference point in the plane. However, because of the “squishing” and “flaring” effect [23,25], mentioned in Section 2, only plane targets are considered in the following.

Material: The material of the target usually refers to the substrate material. Depending on the material (and wavelength of the laser), the laser beam penetrates the material to different depths. This can lead to systematic errors in the distance measurements. According to Muralikrishnan et al. [24], the materials aluminium and wood have the smallest errors and thus seem to be the most suitable materials for targets. The use of synthetic materials, such as plastic, should be avoided following the studies by Reshetyuk [21] and Rachakonda et al. [25]. The material, together with the surface finish and color, defines the reflectivity of a target.

Surface finish: Surface finish refers to the physical property of the target surface (border material to the atmosphere). It is defined by the roughness of the surface and is decisively responsible for the type of reflection (diffuse or reflective). According to Gordon et al. [46] and Rachakonda et al. [23], diffuse surfaces provide the most precise measurement results. The surface finish can be influenced by treatments such as sandblasting or painting. Muralikrishnan et al. [24] say that sandblasting aluminium results in a scan-friendly, matt, grey surface. The surface finish also influences the reflectivity of a target.

Color: The surface color of the target affects the reflected intensities [19,47] and thus the random errors of the distance measurement [48]. When plane targets are used, the color must not only lead to a precise geometric measurement of the target, but also make it possible to determine the target coordinates on the basis of radiometric information. This means that the color of the pattern must have a sufficiently high intensity contrast to enable an exact TCE (see Section 3). Therefore, the colors white and black are frequently selected.

Reflectivity: The reflectivity is the quotient of reflected and injected intensity. The aforementioned properties (material, surface finish, and color) influence the reflectivity of targets. This, in turn, affects the quality of the distance measurement and the scanned intensities. A high reflectivity leads to higher intensities and thus to more precise distance measurements [19,48]. This is helpful for the exact geometric detection of targets. It should be noted that the reflectivity is a physical property of the target [19].

Pattern: When using plane targets, the coordinates on the planes are estimated using the radiometric information (intensities) of the point cloud. The target center is signalled with the help of a colored pattern. For almost all commercial targets, the checkerboard pattern is used. Omidalizarandi et al. [38] show that, in image assisted total stations, other target patterns lead to more precise results. It is not known to what extent a different target pattern improves the precision of the target center coordinates in TLS. Therefore, this influence is investigated in Section 4.3.

4.2. Empirical Investigations

In order to investigate the precision of the different target designs, an experimental setup analogous to the investigation of the different algorithms is chosen (Section 3.2). In this case, different realizations of targets are scanned. From the repetitions, a standard deviation of the TCE is calculated for each investigated target design. Section 4.2.1 describes the experimental setup in detail. Section 4.2.2 explains the methodology used to evaluate the experimental data. In Section 4.2.3 the data is analyzed with regard to the influence of the target design and the scan geometry on the precision of the TCE.

4.2.1. Experimental Setup

In order to quantify the influence of the target design, five different existing targets are investigated. The investigated targets are a target printed on paper t1, a target from print house Schwerte t2, a Leica Tilt&Turn target t3, a target from Laserscanning Europe t4, and a close-range target from the Leibniz
University Hannover t5. These targets differ in size, material, surface finish, color, and reflectivity. Table 3 provides an overview of the designs of the respective targets, where the entries for surface finish, color, and reflectivity were created from subjective evaluations. Table 3 also lists the target t6 from the University of Bonn, which will be introduced in Section 4.3.

Table 3. Characteristics of the five tested target designs (t1–t5, Section 4.2) and of the newly developed target (t6, Section 4.3).

<table>
<thead>
<tr>
<th>No.</th>
<th>Dealer</th>
<th>Geometry</th>
<th>Material</th>
<th>Surface Finish</th>
<th>Color</th>
<th>Reflectivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>t1</td>
<td>self-printed</td>
<td>round</td>
<td>Paper (fixed rough black/white diffuse) Ø 20 cm on wood</td>
<td>rough</td>
<td>black/white</td>
<td>diffuse</td>
</tr>
<tr>
<td>t2</td>
<td>print house Schwerte</td>
<td>square</td>
<td>aluminium composite 40 × 40 cm</td>
<td>medium</td>
<td>black/white</td>
<td>medium</td>
</tr>
<tr>
<td>t3</td>
<td>Leica Geosystems</td>
<td>round</td>
<td>metal rough grey/white diffuse Ø 15 cm</td>
<td>rough</td>
<td>grey/white</td>
<td>diffuse</td>
</tr>
<tr>
<td>t4</td>
<td>Laserscanning Europe</td>
<td>square</td>
<td>aluminium composite 20 × 20 cm</td>
<td>medium</td>
<td>grey/white</td>
<td>medium</td>
</tr>
<tr>
<td>t5</td>
<td>Leibniz University Hannover</td>
<td>square</td>
<td>aluminium composite 15 × 15 cm</td>
<td>slick</td>
<td>black/white</td>
<td>glossy</td>
</tr>
<tr>
<td>t6</td>
<td>University of Bonn</td>
<td>square</td>
<td>aluminium composite 30 × 30 cm</td>
<td>rough</td>
<td>black/white</td>
<td>diffuse</td>
</tr>
</tbody>
</table>

The targets are scanned with the Leica ScanStation P20 and an angular resolution setting of 0.8 mm at 10 m. Quantifying the influence of the scan geometry, the targets are measured at distances of 5 m, 10 m, 15 m, 20 m, 35 m, 50 m, 75 m, and 100 m and with incidence angles of 15°, 30°, 45°, and 60°. The scans from 5 m to 20 m were captured in the basement of the Institute for Geodesy and Geoinformation at the University of Bonn (Figure 7, left), the data from 35 m to 100 m was scanned in the basement of the Faculty of Civil, Geo and Environmental Engineering at the Technical University of Munich (Figure 7, right). In order to be able to exclude and eliminate systematic errors in the evaluation (see Section 4.2.2), two targets of each target type were scanned.

The incidence angles were checked with a total station. It turned out that the incidence angles were setted within a tolerance of 3° referring to the orientation of the targets to the scanner. The precision of the TCE at an incidence angle of 0° was not investigated because small incidence angles result in systematic errors due to total reflection [49]. Since the magnitude of these errors strongly depends on how exactly the incidence angle of 0° (here: 3°) has been set, only the errors from the imperfect execution of the experiment would have resulted here.

Figure 7. Photos of the experimental setup in the basements of the University of Bonn (left) and of the Technical University of Munich (right).
For all combinations of target, scan distance and incidence angle, ten repeat scans were recorded to calculate a standard deviation of the TCE. Figure 8 shows a schematic drawing of the experimental setup. The experiment has been repeated for different angular resolution settings up to 3.1 mm at 10 m and also with the scanners Leica BLK360, Leica HDS6100, and Faro Focus 3D X130. However, their results are not shown here because they did not provide new findings about the influence of the target design.

**Figure 8.** Schematic drawing of the experimental setup for the investigation of the target design’s precision.

### 4.2.2. Methodology for Evaluation

The experimental setup described above produced 3200 point clouds of targets. For each scan, the coordinate of the target center is estimated using the image correlation algorithm. Analogous to Section 3.2.2, a transition to coordinate differences was done to eliminate systematic scan effects not related to the aim of these investigations. Since two realizations of each target design were scanned, standard deviations of the coordinate differences can be calculated for each target design. This precision of the coordinate differences is thus cleaned from systematic effects. From the standard deviation of the differences, the standard deviation of a single TCE can be calculated with the help of Equations (2)–(4).

As a result, the standard deviations \( \hat{\sigma}_r(t, d, \beta) \) in distance direction and \( \hat{\sigma}_w(t, d, \beta) \) in angular direction are obtained for each target design \( t \) depending on distance \( d \) and incidence angle \( \beta \).

### 4.2.3. Analysis of the Influence of Target Designs

To analyze the impact of the target design on the TCE, the standard deviations \( \hat{\sigma}_r \) and \( \hat{\sigma}_w \) depending on the target \( t \) and distance \( d \) are investigated separately for each incidence angle \( \beta \), as presented in Figure 9. Target 6 will be discussed in Section 4.3.2. The Figure shows that the standard deviations of the five targets differ only slightly in their basic behaviour. In distance direction, the standard deviations are 0.1–0.2 mm up to a scan distance of 20 m and grow to a few millimetres up to a scan distance of 100 m. Starting at 35 m scan distance, targets 3 and 5 have higher standard deviations than the other targets. Target 2 has one of the smallest standard deviations in most cases. These observations are related to the sizes of the targets, as targets 3 and 5 are the smallest targets tested with 15 cm and target 2 is the largest target with 40 cm. Since the standard deviation in distance direction essentially depends on the plane estimation, this is reasonable: the more scan points on the target, the more precise the plane estimation is.
Figure 9. Standard deviations in distance direction $\delta_r$ and angular direction $\delta_w$ for different target designs: $t_1$—target printed on paper, $t_2$—target from print house Schwerte, $t_3$—Leica Tilt&Turn target, $t_4$—target from Laserscanning Europe, $t_5$—a close-range target from the Leibniz University Hannover, $t_6$—BOTA8 (see Section 4.3); targets scanned with Leica ScanStation P20 and a resolution of 0.8 mm at 10 m.

In angular direction, the differences in precision between the five targets are even smaller. Here, it can only be guessed that the targets $t_2$ and $t_4$ are in many cases the less precise targets. Figure 10 shows an enlargement of the area up to 25 m for an incidence angle of 15°. It can also be seen that targets $t_2$ and $t_4$ are less precise than the other three targets. This can be explained by the fact that the edges of the patterns are exactly horizontal or vertical. The scan points of the targets are also arranged in a vertical and horizontal grid, which may result in undefined areas. By rotating the pattern slightly, as with the targets $t_1$, $t_3$, and $t_5$, these undefined areas can be reduced.
In general, it can be stated that the differences between the various targets are smaller than expected. For the precision in distance direction, the size of the target seems to play an important role for longer distances. For the angular precision, only the orientation of the pattern is suspected to have an influence. Further links between the target design and the precision of the TCE could not be established.

The influence of the scan geometry can also be analyzed from the recorded experimental data. As already shown, only small differences can be detected between the different target designs. In order to emphasize the influence of the scan geometry, the standard deviations $\hat{\sigma}_r(t, d, \beta)$ and $\hat{\sigma}_w(t, d, \beta)$ of the different designs $t$ are averaged to standard deviations $\hat{\sigma}_r(d, \beta)$ and $\hat{\sigma}_w(d, \beta)$. Thus, these standard deviations only depend on the scan distance $d$, the incidence angle $\beta$ and no longer on the target. The results are visualised in Figure 11.

As already noted from Figure 9 and now confirmed by Figure 11, the distance standard deviation increases with longer distances. The angular standard deviation decreases slightly up to a scan distance of 15 m and then also increases with longer distances. However, the decrease of the angular standard deviation in the close range can only be seen in the angular representation. When the angular standard deviations are converted into metric dimensions with their respective scan distance, the standard deviation is nearly constant up to 15 m and then increases with longer distance.

When comparing different incidence angles, it is observed that the larger the incidence angle, the larger the standard deviations $\hat{\sigma}_r$ and $\hat{\sigma}_w$. This link is particularly evident in distance direction. From the radar range equation [15], it is known that the intensities decrease with higher incidence angles and thus, according to Wujanz et al. [17], the standard deviations of the distance measurements increase. This corresponds with the results obtained here, whereby this link is determined for the first time for the precision of the TCE in this paper. Additionally, it can be observed that the angular standard deviation also increases with greater incidence angles. This is connected to the decreasing number of scan points on the target at greater incidence angles. The findings were confirmed by the evaluation of the data obtained with further scanners and resolution settings.
4.3. Improving the Target Design

The commercial targets investigated so far showed hardly any differences in their standard deviations of the TCE. Nevertheless, in the following Sections, it is attempted to achieve an increased precision of the TCE by means of an improved target design. Section 4.3.1 describes the conception of the new target. In Section 4.3.2, the benefit of the new targets is assessed on the basis of empirical studies.

4.3.1. Conception of the New Target (BOTA8)

Based on the result from Section 4.2.3 that the size of a target is an important factor for a small distance standard deviation, a size of 30 cm $\times$ 30 cm is chosen for the new target. This size appears to be a reasonable compromise between handiness, on the one hand, and a sufficiently large size for good precision, on the other. From theoretical considerations (Section 4.1) and further tests with different targets (not shown here), aluminium is chosen as material [24] and it is taken care that the surface appears as diffuse as possible [9].

Furthermore, different target patterns were tested in a simulation. They led to different correlation functions. In Figure 12, the simulated correlation functions of a classical checkerboard pattern are compared to a new 8-fold pattern (Figure 13). The correlation peak of the 8-fold pattern is spatially smaller and rounder than that of the checkerboard pattern. When the correlation functions are viewed along a profile of $dy$ with $dx = 0$ and directly compared with each other, it can be seen that the correlation function of the 8-fold pattern is also steeper to the maximum than the checkerboard pattern. This steeper correlation function should increase the precision and robustness of the TCE.

An even smaller division of the fields to, e.g., an 16-fold pattern, was omitted, since fields smaller than a certain size cannot be resolved due to the angular resolution and the divergence of the laser beam (Section 2). The investigations of Omidalizarandi et al. [38] have shown that such an 8-fold pattern also provides the highest accuracy for image-assisted total stations.

When orienting the target pattern, the four white areas were placed in the corners of the target, so that they have a larger proportion than the black areas. Since white areas have a higher reflectivity, it is intended to further increase the precision in distance direction [17]. In order to use the full potential of the bigger white areas, the algorithm is modified so that it only estimates the plane of the target by the white points.

We call this newly developed target BOTA8 (BO nn TA rget with 8-fold pattern). Figure 13 depicts an image and a point cloud of the BOTA8.
4.3.2. Benefit of the New Target (BOTA8)

The BOTA8 (t6) was tested together with the other targets in the experiment described in Section 4.2.1 (Figure 7). The scans were evaluated using exactly the same methodology as described in Section 4.2.2. The standard deviations of the BOTA8 can thus be directly compared with the standard deviations of the previous target designs.

Figure 9 shows the standard deviations $\hat{\sigma}_r$ and $\hat{\sigma}_w$ of the BOTA8 (t6) compared to those of the previous targets: In all tested scan geometries the new target design provides the smallest angular standard deviations. In some cases, the standard deviations in the distance direction are slightly above the standard deviations of target 2. However, this can be explained by the fact that target 2 is even larger than BOTA8 and the distance standard deviation depends mainly on the size of the target. With the Leica ScanStation P20 (angular resolution setting: 0.8 mm at 10 m) the standard deviation of the new target in distance direction is 0.5 mm at a scan distance of 100 m and an incidence angle of 15°. The standard deviation in angular direction is 1.2 arcsec. Although the differences to the other targets are too small to speak of a significant improvement, a visual analysis of the standard deviations from Figure 9 shows that the precision of the TCE could be improved by the BOTA8.

Finally, it is empirically checked whether the maximum of the correlation function becomes more unambiguous and steeper due to the new pattern of BOTA8 as expected from the simulation. Figure 14 shows the empirical correlation functions of the target t1 and the BOTA8 (t6) depending on the shift $[dx, dy]$ of the template within the target plane (scan distance: 50 m, incidence angle: 15°).

![Figure 13](image_url) **Figure 13.** Left: photo of the newly developed target with 8-fold pattern (BOTA8, target t6), right: scan of the BOTA8 (target t6).

![Figure 14](image_url) **Figure 14.** Left and middle: empirical correlation functions depending on the shift $[dx, dy]$ for the target t1 and the BOTA8 (t6), right: direct comparison between the two empirical correlation functions depending on the shift $dy$ (scan distance: 50 m, incidence angle: 15°).

The basic conclusions of the simulation can be confirmed from the empirical data shown in Figure 14. However, the correlation values are slightly smaller than in the simulation. This is due to the effective spatial point density (Section 2): the coarser the point density gets, the more blurred the
intensity image becomes and the smaller the image correlations are. This will also be the reason why the new target is only slightly more precise than the existing ones.

5. Conclusions and Outlook

The present study examined the target center estimation (TCE) in all its aspects regarding its precision. Section 2 defines the influencing factors of the TCE based on the work of Soudarissanane et al. [10]: algorithm, laser scanner, scan geometry, and target design. In Section 3, different algorithmic approaches for the TCE were compared and evaluated for the first time. In Section 4, the influence of the target design on the TCE, which had never been investigated before, was empirically analyzed. Furthermore, an attempt was made to improve the precision of the TCE by means of the BOTA8. The contribution of this work can be summarized in the following four points, which at the same time answer the four questions of Section 1:

1. The calculated standard deviations of all algorithms are significantly smaller than the accuracies specified by the manufacturer and thus significantly smaller than generally assumed. For the TCE with the Leica ScanStation P20 and a resolution level of 0.8 mm at 10 m, standard deviations in the lower submillimeter range could be achieved for scan distances up to 20 m and standard deviations of a few millimeters for scan distances up to 100 m.

2. The algorithm applied has a large influence on the precision of the TCE. The algorithm using correlations provides significantly smaller standard deviations than the other tested algorithms, especially in angular direction.

3. The target design is of lesser importance for the precision of the TCE than assumed from theoretical considerations. The investigated target designs differ only slightly in their precision. However, it was observed that the size of the target is an important factor for the distance standard deviation.

4. The precision of the TCE was improved by a new target design, the BOTA8.

Further studies should investigate to what extent the improvements also affect the registration and calibration of laser scanners. Also, the movement of the target center coordinates during multiple scans has to be investigated in future studies.
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