SPA-Based Methods for the Quantitative Estimation of the Soil Salt Content in Saline-Alkali Land from Field Spectroscopy Data: A Case Study from the Yellow River Irrigation Regions
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Abstract: The problem of soil salinization has always been a global problem involving resource, environmental, and ecological issues, and is closely related to the sustainable development of the social economy. Remote sensing provides an effective technical means for soil salinity identification and quantification research. This study focused on the estimation of the soil salt content in saline-alkali soils and applied the Successive Projections Algorithm (SPA) method to the estimation model; twelve spectral forms were applied in the estimation model of the spectra and soil salt content. Regression modeling was performed using the Partial Least Squares Regression (PLSR) method. Proximal-field spectral measurements data and soil samples were collected in the Yellow River Irrigation regions of Shizuishan City. A total of 60 samples were collected. The results showed that application of the SPA method improved the modeled determination coefficient ($R^2$) and the ratio of performance to deviation (RPD), and reduced the modeled root mean square error (RMSE) and the percentage root mean square error (RMSE%). The SPA–PLSR model, based on the first derivative of reflectivity (FD), showed the best results, with $R^2$ value of 0.89, RPD value of 2.72, RMSE value of 0.177, and RMSE% value of 11.81%. The results of this study demonstrated the applicability of the SPA method in the estimation of soil salinity, by using field spectroscopy data. The study provided a reference for a subsequent study of the hyperspectral estimation of soil salinity, and the proximal sensing data from a low distance, in this study, could provide detailed data for use in future remote sensing studies.
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1. Introduction

Saline-alkali soils are soils that have a high salt content and generate growth problems for plants, especially crops. Soil salinity mainly refers to the salt content of soluble salts in soil. The problem of soil salinization has always been a global problem involving resource, environmental, and ecological issues and is closely related to the sustainable development of the social economy [1]. From a global perspective, soil salinization is one of the important ecological and environmental problems faced by arid and semi-arid areas [2]. Soil salinization caused by soil compaction, fertility decline, acid–base
imbalance, land degradation, and other consequences, seriously restrict agriculture and sustainable
development, and more seriously also damages the environment and ecosystems, and produce
ecological imbalance [1,3]. The optimal use of saline land is of great significance for the sustainable use
of agricultural and ecological resources in the region, and the prerequisite for optimizing saline land,
is to control the degree of salinization of large areas of land. Compared with the traditional sense of
land salinization, with time-consuming and laborious investigations, inaccurate survey results, and
difficulty in revealing the spatial and temporal dynamic distribution of soil salinization, research on
the spectral and image data obtained by remote sensing technology, and the soil sample data collected
in the field, could achieve better results. Remote sensing provides an effective technical means for
soil salinity monitoring and deeply explores the salt content information of the saline soil in remote
sensing images and spectra, which is of great significance for effectively controlling soil salinization
and rationally developing and using salinity soil resources to maintain an ecologically sustainable
development [4,5].

There are many studies on soil salinization based on remote sensing. According to the data used
in the study, it can be divided into satellite remote sensing data, drone remote sensing data, and
proximal remote sensing data [6,7]. The proximal remote sensing data can be divided into laboratory
spectrometry data and field spectral data [8]. The laboratory spectrometry data is simulated sunlight,
and the spectral data of the soil sample is measured. Field spectral data is the measurement of
undisturbed soil spectra in the field. Most of the research on soil salinization uses hyperspectral remote
sensing data, that is, the obtained spectral data has many bands and contains rich information.

The research on soil salinization is divided into two aspects, one is to study the effects of salt stress
at the vegetation and plant level [9,10], and the other is the identification and quantitative analysis
of soil salinization. In the identification and quantitative analysis of soil salinization, the commonly
used method is statistical analysis. This method focuses on establishing mathematical relationships
between the measured spectral data and soil parameters data, and can be used for detailed mapping
of individual fields. Although this method does not involve the study of mechanisms that can be
extended to large areas, such methods are simple to operate, have better results in the study region,
and facilitate more detailed analysis and research of other factors affecting soil salinity. Among the
statistical analysis methods, the three key issues are the analysis object, the analysis method, and the
analysis kernel.

A common analysis object for soil salinization in these studies, usually use soil electrical
conductivity (EC) [11–16]. The identification model of the degree of soil salinization was established by
finding the relationship between soil conductivity and spectra. Dehaan and Taylor [16] created salinized
terrain elements, using the Spectral-Feature-Fitting (SFF) method and the results were achieved by field
mapping and ground-based EC measurements. Mashimbye et al. [17] used the normalized difference
salinity index, partial least squares regression (PLSR) and bagging PLSR, to determine the method that
could best predict the EC in dry soils. Scudiero et al. [12] explored the potentials and limitations of
assessing and mapping soil salinity via linear modeling of remote sensing vegetation indices, with soil
EC monitoring indicators. However, Peng et al. [18] conducted a comparative study on hyperspectral
inversion accuracy of soil salt content and electrical conductivity, and noted that there is no necessary
positive correlation between soil EC and salinity. The correlation curves between the soil EC and its
reflectance, first derivative of the reflectance, and the continuum removal (CR) reflectance were found
to be similar to those of the soil salt content. The correlation of the soil salt content was better than that
of soil EC. The response of the hyperspectral information to soil salt content was more sensitive than
soil EC, and the high spectral inversion accuracy of the soil salt content as a monitoring index was
better than that of the soil EC. At present, there are only a few studies on soil salinization, based on soil
salt content, and it is necessary to explore methods and models suitable for obtaining soil salt content.

In terms of analyses methods, there are many methods, such as multiple linear regression, least
squares regression, partial least squares regression, artificial neural networks, and support vector
machines. Among them, the PLSR method is a commonly-used method in hyperspectral regression
modeling. Zhang et al. [19] developed a soil-adjusted salinity index to estimate soil salinity. They used PLSR to identify bands sensitive to soil salinity, with improved R2 values ranging from 0.50 to 0.58. Farifteh et al. [20] used the PLSR predictive model to quantitatively estimate the EC using field-scale data, and the result was an $R^2$ of 0.8 and an RPD of 2.2. It is generally a regression inversion of the full bands of hyperspectral data, and the ability to perform wavelength selection is rarely used. With the in-depth study and the application of the PLSR method, it is possible to obtain a better quantitative correction model, by screening the feature wavelength of the wavelength interval, by a specific method [21,22]. At the same time, PLSR modeling using the feature extraction bands could simplify the computation time and increase the stability of the model.

Common analysis kernels have indices, spectral data, and so on. The index is mainly based on the correlation analysis between the spectral data. Spectral data has many forms, such as original spectral data and spectral data transformation. Different spectral transformations have different degrees of expression of soil salinity information and inhibition of other information. When using spectral data, it is divided into two methods—using the full band and selecting the feature bands. With the full band, the amount of data is large and the collinearity problem is obvious. A common method of feature bands selection is to determine the feature bands based on the correlation coefficient, through correlation analysis. [13,14,23,24]. Allbed et al. [24] analyzed the correlation relationship between the soil EC and the bands in three sites, and extracted the relevant bands and indices, according to the correlation analysis results. In his study, the correlation analysis indicated that the relationships between soil salinity and selected broadband indices were different between the three sites. Correlation analysis is subjective and requires artificially set thresholds, and does not consider the associations between the bands. The Successive Projections Algorithm (SPA) is a forward variable selection algorithm that minimizes vector space collinearity [25]. Each selected band is the band that projects largest in the orthogonal space of the previous band. Its advantage is that it extracts several characteristic wavelengths of the entire band and can eliminate redundant information in the original spectral matrix. The feature wavelength based on SPA extraction is more physical for PLSR modeling than with full-band modeling [22]. At present, SPA methods have some good applications in the fields of food [26–28], vegetation [29,30], and chemistry [31]. Liu and He [28] used the SPA method to select the characteristic bands while studying the organic acids in plum vinegar, and compared and evaluated the effective wavelengths (EWs) selected by SPA and regression coefficient analysis (RCA). The results revealed that SPA was more powerful than the RCA for the selection of EWs, as in the PLSR models. Goudarzi and Goodarzi [27] compared the SPA method and the genetic algorithm (GA) method in the study of predicting the octanol/water partition coefficients of some halogenated organic compounds. The results obtained revealed the superiority of SPA–PLS over the GA–PLS models. Liu et al. [31] applied SPA as an effective wavelength selection method for the quantitative analysis of cotton-polyester textiles, by near infrared spectroscopy, and compared SPA with two other effective wavelength selection method—loading weights analysis and regression coefficient analysis (RCA). The results showed that the SPA proved to be a promising wavelength selection method. However, the SPA methods were rarely used in the study of saline-alkali soils.

The aim of this study was first to evaluate the utility of the SPA for estimating the soil salt content. Second, this study combined twelve kinds of spectra and used the conventional PLSR modeling method to find a model that affects the estimation of the soil salt content. The data in the models were data measured in the proximal-field. Estimation models were developed using a training dataset. An independent validation dataset that was not included in the training was used to validate the models. This study is expected to provide a reference for subsequent research on soil salt content by case studies, and the proximal sensing data from a low distance in this study could provide detailed data for use in future remote sensing studies.
2. Materials

2.1. Study Area

The study area, Shizuishan city, is located in China between longitudes 38°21′–39°25′ and latitudes 105°58′–106°39′ (Figure 1). The altitude is between 1090 m and 3475.9 m. The area is located in an arid and semi-arid region and is characterized by a typical temperate continental climate. The annual temperature is 8.4 °C–9.9 °C, the annual average precipitation is approximately 167.5 mm to 188.8 mm, the annual evaporation is approximately 1708.7 mm–2512.6 mm. The abundant illumination, concentrated rainfall, strong evaporation, viscous soil, and high groundwater level make the salinization of the land more serious. Shizuishan city is located downstream of the Yellow River Irrigation District, and the terrain is flat and low. It is the area where salt and water gather in the Yellow River irrigation area in Ningxia, and is, thus, the hardest-hit area in the saline-alkali area of the Ningxia Yellow River Irrigation District. According to the statistics, the area of the cultivated land in the Yellow River Irrigation District of Shizuishan City is 1018.67 km², of which the salt-alkali wasteland is 415.33 km², or about 40.8% of the region. There is, thus, a large area of land resources to be exploited [32]. The salinity hazard is the root cause of the low-yield fields in Shizuishan City. Soil salinization seriously restricts the increase of the incomes of farmers, which seriously restricts the development of modern agriculture, the construction of ecosystems, and the sustainable development of agriculture. Therefore, it is necessary to use hyperspectral remote sensing technology, to determine the soil salinity and monitor the degree of soil salinization.

2.2. Sampling and Spectral Measurements

A total of 60 topsoil samples were collected in the study area between April 8 and April 12, 2018. The collection time was after the snow in winter and before irrigation; the soil was in the salt return period. The data acquisition process is shown in Figure 2a. To reduce the errors resulting from the uneven spatial distribution, five samples were collected at each sampling point (in a 10 m*10 m area). The average spectrum of the five samples was used as the spectrum for each sampling point. To prevent the artificial disturbance of the soil from affecting the spectral measurement during the data acquisition, the spectral measurement was first performed, and the soil sample of the topsoil was then collected.

The spectra were measured by an SVC (Spectra Vista Corporation, Poughkeepsie, NY, USA) HR-1024i instrument, with a spectral range of 350 nm–2500 nm, 1024 bands, and a viewing angle of 25°. The SVC instrument consists of three different sensors for measuring different wavelengths. The spectral resolution of the different sensors was also different. The Silicon array resolution was less than 3.5 nm, the InGaAs array was less than 9.5 nm, and the Extended InGaAs array was less than 6.5 nm. For field spectral measurements, the measurement time was from 10 am to 2 pm. To reduce the measurement error, the surveyor wore a black jacket and a calibration was performed with a whiteboard (The whiteboard is 99% diffuse, the material was polytetrafluoroethylene (PTFE), and the manufacturer was Spectra Vista Corporation) before each measurement. The probe was oriented vertically downward and 60 cm from the ground.

After the spectral measurement, the corresponding soil sample was taken where the spectrum was measured. The topsoil was collected, the dead branches and gravel in the soil were removed, and the soil was placed in an aluminum box, and numbered. The collected soil samples were taken back to the laboratory, dried for 72 h, passed through a 1 mm sieve, and the branches in the soil were removed. Then, the soil samples were sent to the Analytical Testing Center of Beijing Normal University and the NingXia Agriculture Technology Extension Service Centre to test for various ion contents and total salt content in the soil.
Figure 1. Study area and sampling location. (A) A Digital Elevation Model (DEM) diagram of the Ningxia Hui Autonomous Region, made using the original elevation data of the Shuttle Radar Topography Mission (SRTM) DEM 90-meter resolution data product. (B) The sampling location around the Yellow River Irrigation region in Shizuishan City, made from the Landsat 8 data of April 2018. (a–i) in B correspond one-to-one with (a–i) in (C) and show the specific position and surrounding conditions of the sampling point.
were used to test the estimated effect of the model. The analysis was carried out in terms of feature bands, model comparisons, and the number of model bands. The main method process is shown in Figure 3.

3. Methods

The method in this paper is mainly divided into three parts, the first part is data preprocessing, the second part is modeling, and the third part is analysis. Data preprocessing is divided into soil parameter data processing and field spectral data processing. A total of 60 sets of spectra and soil parameter data were obtained after pretreatment. Sixty sets of data were randomly divided into 40 sets of training data and 20 sets of test data. Modeling was done with 40 sets of training data, the modeling process was divided into the SPA method, to extract feature bands, and the PLSR method for modeling. Then, 20 sets of the test data were used to test the estimated effect of the model. The analysis was carried out in terms of feature bands, model comparisons, and the number of model bands. The main method process is shown in Figure 3.

**Figure 2.** Field data measurement. (a) The steps of the field data collection; (b1) the spectrum measurement photo, (b2) the record of the collected data, and (b3) the saline-alkali photo of one of the data collection sites. The white matter on the land-like snow was the salt on the surface of the land, indicating that the salinization of this cultivated land was very serious.

**Figure 3.** Method flow chart. (a) Data preprocessing; (b) modeling; and (c) analysis.
3.1. Soil Parameters Analysis Method

The physicochemical parameters of the soil are statistically and correlatedly analyzed. The statistical analysis mainly includes the minimum value, the maximum value, the average value, the standard deviation, the skewness, and the kurtosis. The formula of standard deviation, skewness, and kurtosis are given in Equations (1)–(3).

\[ SD = \sqrt{\frac{\sum_{i=1}^{N} (x_i - \bar{x})^2}{N}} \]  
\[ \text{Skewness} = \frac{\sum_{i=1}^{N} (x_i - \bar{x})^3}{N} \]  
\[ \text{Kurtosis} = \frac{\sum_{i=1}^{N} (x_i - \bar{x})^4}{N} \]  

where SD represents the standard deviation, \( x_i \) represents the value of each set of data for each parameters, and \( \bar{x} \) represents the average value.

According to the results of the statistical analysis, it is judged that the distribution of various soil parameters does not belong to the normal distribution, so the correlation analysis uses the Spearman rank correlation coefficient for analysis. The Spearman rank correlation coefficient is a measure of the closeness between the two sets of variables, ranging from -1 to +1, except that it is calculated on a grade basis. The formula is as follows:

\[ \rho = \frac{\sum_{i=1}^{N} (x_i - \bar{x})(y_i - \bar{y})}{\sqrt{\sum_{i=1}^{N} (x_i - \bar{x})^2 \sum_{i=1}^{N} (y_i - \bar{y})^2}} \]  

where \( \rho \) represents the correlation coefficient, \( x_i \) and \( y_i \) represent the value of each set of data for each parameters, \( \bar{x} \) and \( \bar{y} \) represent the average value.

The soil salt content parameter data is not normally distributed, so the soil salt content parameter data is logarithmically transformed. The formula is as follows:

\[ x_{log} = \log_{10} x \]  

where \( x_{log} \) represents the represents the soil parameter of the logarithm, \( x \) represents the soil parameter.

3.2. Processing Transformation

The acquired spectral data were first denoised and interpolated by the software (SVC HR-1024i, Version 1.17.14) that came with the instrument; the spectral data were interpolated from 1024 bands into 2175 bands. Then, the spectral data were smoothed using a five-point smoothing method [33,34]. The formula is as follows:

\[ x_{\text{average}} = \frac{1}{2.5} \left( \frac{1}{4} x_{i-2} + \frac{1}{2} x_{i-1} + x_i + \frac{1}{2} x_{i+1} + \frac{1}{4} x_{i+2} \right) \]  

where \( x_{\text{average}} \) represents the smoothed spectral value, \( x_i \) represents the reflectance value of the \( i \)-th band, \( i \in [3, n-2] \), and \( n \) is the total number of bands of hyperspectral data.

The pre-processed spectra were subjected to the following 11 transformations, as shown in Table 1. Twelve kinds of spectra were used to develop the models used to estimate the soil salt content (SSC): (1) the raw reflectance spectra (RS), and eleven products of reflectance spectral transformations from.
Table 1. These transformations were performed in MATLAB R2015b (MathWorks), except that CR was performed in ENVI 5.1 (Exelis Visual Information Solutions, Incorporated, Harris Corporation).

<table>
<thead>
<tr>
<th>Name</th>
<th>Method or Formula</th>
<th>Abbreviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>First derivative [34]</td>
<td>Savitzky–Golay</td>
<td>FD</td>
</tr>
<tr>
<td>Second Derivative [34]</td>
<td>Savitzky–Golay</td>
<td>SD</td>
</tr>
<tr>
<td>Vector normalization [35]</td>
<td>[x_{vn} = \frac{x - \bar{x}}{\sqrt{\sum_{i=1}^{n} x_i^2}}]</td>
<td>VN</td>
</tr>
<tr>
<td>Logarithm</td>
<td>[x_{lg} = \log_{10}(x_i)]</td>
<td>LG</td>
</tr>
<tr>
<td>Square root</td>
<td>[x_{sqrt} = \sqrt{x_i}]</td>
<td>SQR</td>
</tr>
<tr>
<td>Continuum removal</td>
<td>[X_{h}(\lambda) = X_{cr}(\lambda) - X(\lambda)]</td>
<td>CR</td>
</tr>
<tr>
<td>Standardization [35]</td>
<td>[x_{scal} = \frac{x - \bar{x}}{S}]</td>
<td>STD</td>
</tr>
<tr>
<td>Mean centering [35]</td>
<td>[x_{mcenter} = x - \bar{x}]</td>
<td>MC</td>
</tr>
<tr>
<td>Reciprocal of logarithmic</td>
<td>[x_{1/lg} = 1/\log_{10}(x_i)]</td>
<td>RLG</td>
</tr>
<tr>
<td>First derivative of the reciprocal [34]</td>
<td>Savitzky–Golay</td>
<td>FDR</td>
</tr>
<tr>
<td>Second derivative of the reciprocal [34]</td>
<td>Savitzky–Golay</td>
<td>SDR</td>
</tr>
</tbody>
</table>

3.3. Successive Projections Algorithm

The Successive Projections Algorithm (SPA) was able to fully search for the variable group that contained the minimum redundant information from the spectral information, to minimize the collinearity between variables [36]. At the same time, the number of variables used in modeling could be greatly reduced, and the speed and efficiency of modeling could be improved. As we can see from Figure 4, the SPA was a forward selection method, that is, it started with one wavelength, then incorporated a new one at each iteration, until a specified number \(N\) of wavelengths was reached. The SPA employs simple projection operations in a vector space to obtain subsets of variables with small collinearity [37]. Therefore, the SPA method could well solve the collinearity problem, reduce the number of variables, and could be used for the screening of spectral feature wavelengths of large data quantities. The core formula is as follows:

\[P x_j = x_j - (x_j^T x_{k(n-1)}) x_{k(n-1)}^{-1} (x_j^T x_{k(n-1)})^{-1},\]  \(7\)

where \(P\) is the projection operator, all \(j \in S\), and \(S\) is the set of wavelengths not yet selected. \(K\) represents the selected wavelength [25].

3.4. Partial Least Squares Regression (PLSR)

Partial least squares regression is a multivariate statistical analysis method that implements the regression modeling of multi-independent variables on multiple independent variables. PLSR is especially more effective when the variables are highly linearly correlated, internally. In addition, PLSR solves the problem that the number of samples is less than the number of variables. The PLSR method is the combination of three components—principal component analysis (PCA), canonical correlation analysis, and multiple linear regression analysis. Both PCA and PLSR attempt to extract the largest amount of information that reflects data variability but PCA considers only one independent variable matrix, whereas PLSR has a “response” matrix and, therefore, has a predictive function [20,38,39]. The PLSR method is implemented by MATLAB R2015b and its extension package.
Figure 4. Successive Projections Algorithm (SPA) schematic; the SPA includes two phases. At first, the algorithm builds candidate subsets of variables on the basis of a collinearity minimization criterion. Such subsets are built according to a sequence of vector projection operations applied to the columns of the matrix of available predictor data. In the second phase, the best candidate subset is chosen, based on Root Mean Squares Error Cross Validation (RMSECV) obtained in a validation set [27].

3.5. Prediction Accuracy

The $R^2$, ratio of performance to deviation (RPD), root mean square error (RMSE), and the percentage root mean square error (RMSE%) values were used to access the performance of the soil salt content estimate models. Their calculation formulae were as follows:

$$R^2 = 1 - \frac{\sum_{i=1}^{N} (Y_i - \hat{Y}_i)^2}{\sum_{i=1}^{N} (Y_i - \bar{Y}_i)^2},$$  \hspace{1cm} (8)

$$\text{RPD} = \frac{\text{SD}_s}{\text{RMSE}},$$  \hspace{1cm} (9)
RMSE = \sqrt{\frac{\sum_{i=1}^{N} (Y_i - \hat{Y}_i)^2}{N}} \tag{10}

\text{RMSE}\% = \frac{\text{RMSE}}{\overline{Y}_p} \tag{11}

where \(N\) is the sample size, \(Y_i\) is the measured salt content of soil samples, \(\hat{Y}_i\) is the salt content of soil samples predicted by the models, \(\overline{Y}_i\) is the average salt content of soil samples, \(\overline{Y}_p\) is the average of the model predictions, \(SD_s\) is the standard deviation of measured salt content, and RMSE is the root mean square error of the predicted salt content.

The goodness of the model prediction is reflected by \(R^2\). The \(R^2\) values indicate the strength of correlation between measured and predicted values [20]. The RPD value provides a basis for standardizing the RMSE. It measures the ratio of percentage deviation to the RMSE and represents the precision of the model. RPD values of less than 1.5 indicate very poor model predictions, between 1.5 and 2.0 indicate poor model predictions, and greater than 2.0 indicate very good model predictions [40]. RMSE is the standard deviation of the residuals (prediction errors). RMSE\% refer to the range of the predictions [41].

4. Results

4.1. Salinity Parameters

The basic information of the soil samples was obtained by chemical analysis of the samples. Table 2 shows the range of soil salt content—from 2919.76 mg/kg to 290,857.70 mg/kg. It is known from the calculated Kurtosis value that, in addition to \(Ca^2+\), the distribution of other contents is steeper than the normal distribution, and the difference from the normal distribution is large. Except for PH, the skewness of other contents is greater than 0, which indicates that these data are right-biased, compared with the normal distribution, that is, there are more extreme values at the right end of the data. This shows that some soil samples have high salt content.

<table>
<thead>
<tr>
<th></th>
<th>PH</th>
<th>Salt</th>
<th>Na²⁺</th>
<th>K⁺</th>
<th>Mg²⁺</th>
<th>Ca²⁺</th>
<th>Cl⁻</th>
<th>NO₃⁻</th>
<th>SO₄²⁻</th>
<th>CO₂⁻</th>
<th>HCO³⁻</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unit</td>
<td>1</td>
<td>mg/kg</td>
<td>mg/kg</td>
<td>mg/kg</td>
<td>mg/kg</td>
<td>mg/kg</td>
<td>mg/kg</td>
<td>mg/kg</td>
<td>mg/kg</td>
<td>mg/kg</td>
<td>mg/kg</td>
</tr>
<tr>
<td>Min</td>
<td>7.53</td>
<td>2919.76</td>
<td>327.71</td>
<td>28.40</td>
<td>43.75</td>
<td>187.15</td>
<td>178.39</td>
<td>22.94</td>
<td>14.64</td>
<td>0.00</td>
<td>145.69</td>
</tr>
<tr>
<td>Max</td>
<td>9.98</td>
<td>290,857.70</td>
<td>87,551.62</td>
<td>370.24</td>
<td>7508.08</td>
<td>9416.35</td>
<td>89,678.66</td>
<td>2701.86</td>
<td>98,199.80</td>
<td>3133.70</td>
<td>891.37</td>
</tr>
<tr>
<td>Mean</td>
<td>8.56</td>
<td>43,827.40</td>
<td>12,840.01</td>
<td>101.25</td>
<td>1263.77</td>
<td>3291.60</td>
<td>12,103.64</td>
<td>502.78</td>
<td>13,715.98</td>
<td>63.81</td>
<td>321.44</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>0.20</td>
<td>9.43</td>
<td>7.86</td>
<td>4.99</td>
<td>7.37</td>
<td>-0.66</td>
<td>8.55</td>
<td>2.88</td>
<td>10.79</td>
<td>56.27</td>
<td>2.79</td>
</tr>
<tr>
<td>Skewness</td>
<td>-0.11</td>
<td>3.02</td>
<td>2.77</td>
<td>1.94</td>
<td>2.70</td>
<td>0.53</td>
<td>2.88</td>
<td>1.69</td>
<td>3.27</td>
<td>7.53</td>
<td>1.60</td>
</tr>
<tr>
<td>SD</td>
<td>0.49</td>
<td>58,950.66</td>
<td>18,656.03</td>
<td>64.34</td>
<td>1621.67</td>
<td>2269.17</td>
<td>18,473.84</td>
<td>584.69</td>
<td>20,157.66</td>
<td>407.23</td>
<td>150.24</td>
</tr>
</tbody>
</table>

As shown in Table 3, Spearman rank correlation analysis was conducted on the PH value of the soil, the content of ions in the soil, and the salt content of the soil. From the Spearman rank correlation analysis between soil salinity and other ions, soil salinity mainly existed in the form of sodium, potassium, magnesium, calcium, chloride, and sulfate ions. The most important ions were sodium ions and chloride ions, followed by magnesium ions and sulfate ions. The Spearman rank correlation coefficients between these ions and salt content of the soil was as high as 0.75 or more. According to the correlation analysis between the ions in the soil, the sodium ions mainly combined with the chloride ions to form sodium chloride. The magnesium ions were mainly present in the form of magnesium sulfate, in combination with sulfate ions, followed by the presence of chloride ions in the form of magnesium chloride.
Since the soil salinity parameter data did not belong to the normal distribution, the soil parameter data was converted and the logarithm was obtained to make it normal distributed. As shown in Figure 5. The soil parameter data after the transformation belonged to the normal distribution, and the transformed data was used for modeling analysis.
4.2. Characteristic Analysis of the Varying Spectra

The raw spectra were transformed in 11 ways, and a total of 12 different spectral representations were obtained. Since the spectral was limited by conditions, there was more noise information between 2400 nm to 2500 nm, so in the subsequent analysis and processing, we would discard the spectral range from the raw spectra. As shown in Figure 6, it could be seen from the RS that the higher the salt content of the soil, the larger the spectral reflectance. This is because the spectral measurement time is the salt return period of the soil. The greater the salt content of the soil, the more salt is accumulated on the surface of the soil and the greater is the measured spectral reflectance. Additionally, there was a slight decrease in the RS between 1300 nm and 1500 nm and between 2100 nm and 2300 nm, and there was an absorption band at approximately 1900 nm (Figure 6a). The morphology, variations, and change intervals of logarithm of the reflectance spectra (LG) and square root of the reflectance spectra (SQR) were almost identical to RS, except that the magnitude of some changes was slightly compressed (Figure 6c,f). When the FD was between 300 nm and 600 nm, the higher the soil salinity, the higher was the value of the FD. Moreover, the FD with high soil salinity had a negative value between 1300 nm and 1500 nm and between 2300 nm and 2400 nm, and the FD value with low soil salinity was a positive number. Between 1900 nm and 2100 nm, the value of FD with a high salt content was significantly higher than the value of FD with a low salt content (Figure 6b). Between 300 nm and 600 nm, the vector normalization of the reflectance spectra (VN) and the mean center of the reflectance spectra (MC) of the soil with low salt content showed a slight downward trend, and the soil curve with high salt content showed a straight or slightly rising trend. Their other characteristics are similar to those of RS (Figure 6d,i). The range of CR that distinguished between the most significant changes in soil salt content is 300 nm to 700 nm. The lower the soil salinity, the faster the reciprocal of logarithm of reflectance spectra (RLG) decreases between 300 nm and 600 nm. At the same time, there was a peak in the curve between 1900 nm and 2100 nm (Figure 6j). SD, FDR, and SDR with different salt contents were almost superimposed and difficult to distinguish. Only FDR could distinguish between salt levels from 300 nm to 700 nm (Figure 6c,k,l).

4.3. Feature Band Selected by the SPA Method

For the above-mentioned, 12 different patterns of spectral curves that were transformed and obtained, according to the random classification method, 60 data samples of each set of curves were randomly divided into 40 sets of training data and 20 sets of test data. The 40 training sets were used for the SPA feature band extraction, and the extracted feature bands were then used for modeling. When the SPA feature band selection was performed, the number of selected bands was set to 10. The feature band selected for each spectral transform is shown in Figure 7. The feature bands selected by the SPA method were almost all areas where the bands changed significantly, which indicated that the SPA method could effectively extract the feature bands. The specific location of the feature bands selected by each spectral transform was known from Figure 7. Table 4 shows the wavelengths selected for each spectral form. The feature bands were mainly concentrated in the near-infrared band, especially between 1800 nm and 2400 nm. In addition to SD, the other 10 transforms also selected the feature band between 300 nm and 700 nm. The selected feature bands indicated that the different spectral transformation forms characterized the difference in soil salinity, mainly in the near-infrared band.
Figure 6. Spectral transformation curve (a) the raw reflectance spectra (RS), (b) the first derivative of the reflectance spectra (FD), (c) the second derivative of the reflectance spectra (SD), (d) the vector normalization of the reflectance spectra (VN), (e) the logarithm of the reflectance spectra (LG), (f) the square root of the reflectance spectra (SQR), (g) the continuum removal of the reflectance spectra (CR), (h) the standardization of the reflectance spectra (STD), (i) the mean center of the reflectance spectra (MC), (j) the reciprocal of logarithm of reflectance spectra (RLG), (k) the first derivative of reciprocal of the reflectance spectra (FDR), and (l) the second derivative of the reciprocal of the reflectance spectra (SDR).
Figure 7. The selected bands of different transformation (a) the raw reflectance spectra (RS), (b) the first derivative of the reflectance spectra (FD), (c) the second derivative of the reflectance spectra (SD), (d) the vector normalization of the reflectance spectra (VN), (e) the logarithm of the reflectance spectra (LG), (f) the square root of the reflectance spectra (SQR), (g) the continuum removal of the reflectance spectra (CR), (h) the standardization of the reflectance spectra (STD), (i) the mean center of the reflectance spectra (MC), (j) the reciprocal of logarithmic of reflectance spectra (RLG), (k) the first derivative of reciprocal of the reflectance spectra (FDR), and (l) the second derivative of the reciprocal of the reflectance spectra (SDR).

Table 4. Feature bands selected by the SPA method.

<table>
<thead>
<tr>
<th>Spectral Transformation</th>
<th>Feature Bands (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RS 340 582 638 1297 1896 1903 1947 2023 2263 2371</td>
<td></td>
</tr>
<tr>
<td>FD 340 882 992 1409 1868 1883 1911 1919 1989 2022</td>
<td></td>
</tr>
<tr>
<td>SD 989 1393 1471 1896 1899 1902 1907 1912 1915 2367</td>
<td></td>
</tr>
<tr>
<td>VN 340 585 744 1297 1684 1897 1903 1936 2003 2262</td>
<td></td>
</tr>
<tr>
<td>LG 340 480 575 1557 1904 1915 1940 2021 2263 2380</td>
<td></td>
</tr>
<tr>
<td>SQR 340 428 582 1296 1897 1904 1911 1943 2010 2264</td>
<td></td>
</tr>
<tr>
<td>CR 417 481 658 1897 1903 1915 1970 2054 2265 2313</td>
<td></td>
</tr>
<tr>
<td>STD 340 584 1834 1903 1947 1968 2021 2033 2263 2364</td>
<td></td>
</tr>
<tr>
<td>MC 340 583 658 1297 1897 1903 1947 2024 2263 2381</td>
<td></td>
</tr>
<tr>
<td>RLG 340 525 584 997 1537 1904 1915 1946 2021 2395</td>
<td></td>
</tr>
<tr>
<td>FDR 346 361 1595 1901 1905 1911 1912 1916 1920 1953</td>
<td></td>
</tr>
<tr>
<td>SDR 352 1499 1897 1902 1904 1908 1913 1916 2367 2387</td>
<td></td>
</tr>
</tbody>
</table>
4.4. Performance of SPA–PLSR

Figure 8 shows the calibration models derived from applying the PLSR model to various transformation methods. By analyzing the $R^2$, RPD, RMSE, and RMSE% values that were derived from the calibration models, it was possible to estimate the soil salt content, after selecting the feature bands using the SPA method. It is apparent from Figure 6 that the PLSR models based on different spectral transformation methods yielded significant differences. The best estimates were from RS, FD, SQR, STD, and MC, which produced correlation coefficients higher than 0.8 and RPDs greater than 2. At the same time, lower values of RMSE and RMSE% were obtained. The next-best estimates were from VN, LG, and RLG, which produced $R^2$ values greater than 0.7, RPDs greater than 1.5, RMSE less than 0.3, and RMSE% less than 20%. The poorest results were from SD, CR, FDR, and SDR; the correlation coefficients obtained by them were low and the RPDs were less than 1.5, which indicated that the models constructed by these four transformations were not suitable for the inversion of the soil salt content. The best estimate was by FD, with an $R^2$ of 0.89, an RPD of 2.72, an RMSE of 0.18, and an RMSE% of 17.81%, respectively.
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Figure 8. Model estimate results. Model estimation results of the SPA–Partial Least Squares Regression (PLSR) based on different spectral forms. (a) Represents the ratio of performance to deviation (RPD) and $R^2$ of the model estimation result, and (b) represents the root mean square error (RMSE) and RMSE% of the model estimation result.

Figure 9 shows a comparison of the estimated results of the twelve models with the measured values. It could be seen that these models produce better estimates of high soil salt content than those with low soil salt content. For the case of low soil salt content, the model is prone to overestimation, such as by CR, SDR, and so on. The lower the salt content of SD, VN, and LG, the more unstable the model estimates. On the one hand, the spectrum is measured in the field, and the external interference conditions are relatively large (prone to the occurrence of dead branches and small gravel), which will affect the spectral information. Especially in the soil spectra with less salt content in the soil, the salt in the original soil has a little effect on the spectral information, and it is difficult to estimate the soils with low salt content, with the external disturbances. On the other hand, this result is the same as that of the results of the Mashimbye et al. [17] and Farifteh et al. [20] studies, which indicated that it is necessary to strengthen the research and screening of spectral information with less soil salt content in subsequent studies.
Figure 9 shows a comparison of the estimated results of the twelve models with the measured values. It could be seen that these models produce better estimates of high soil salt content than those with low soil salt content. For the case of low soil salt content, the model is prone to overestimation, such as by CR, SDR, and so on. The lower the salt content of SD, VN, and LG, the more unstable the model estimates. On the one hand, the spectrum is measured in the field, and the external interference conditions are relatively large (prone to the occurrence of dead branches and small gravel), which will affect the spectral information. Especially in the soil spectra with less salt content in the soil, the salt in the original soil has a little effect on the spectral information, and it is difficult to estimate the soils with low salt content, with the external disturbances. On the other hand, this result is the same as that of the results of the Mashimbye et al. [17] and Farifteh et al. [20] studies, which indicated that it is necessary to strengthen the research and screening of spectral information with less soil salt content in subsequent studies.

5. Discussion

5.1. Feature Bands

There have been some studies on the relationship between soil salt content and sensitive bands. For example, Abliz et al. [42] used a total of 8 spectral slopes at the wavelength between 365–375 nm, 1435–1465 nm, 1855–1865 nm, 1915–1925 nm, 2085–2095 nm, 2296–2315 nm, 2365–2395 nm, and 2465–2475 nm, which were calculated on the basis of a correlation analysis between soil salt content and soil spectra. Additionally, he used multiple linear regression (MLR) and PLSR to model and estimate soil salt content. Finally, an $R^2$ result of 0.834 and an RPD result of 2.09 were obtained. The results
showed that the selected band range could reflect the feature of soil salt content. Similarly, in the study of Sidike et al. [43], statistical analysis showed that the sensitive bands of soil salinity were 350–436 nm, 516–814 nm, 1445–1506 nm, 1667–1699 nm, 1882–2096 nm, and 2160–2393 nm. In this study, 12 spectral representations were used to select feature bands using the SPA method, and the more repeated bands were 340 nm, 658 nm, 1297 nm, 1897 nm, 1903 nm, 1911 nm, 1915 nm, 1947 nm, 2021 nm, 2263 nm (Figure 10). The concentrated intervals of these selected bands were mainly 340–481 nm, 525–744 nm, 882–997 nm, 1296–1393 nm, 1409–1684 nm, 1834–1899 nm, 1901–2054 nm, 2262–2395 nm. These selected bands were consistent with the range of bands obtained by previous studies. At the same time, it was more concentrated in the range of 525–744 nm, 1834–1899 nm, and 1901–2054 nm, which indicated that the wavelengths of these three intervals contained more information about the soil salt content.

5.2. The Effect of the SPA Method

The results of applying the 12 transformed spectra directly to the PLSR modeling are compared with the results of the PLSR modeling, using the feature bands selected by the SPA method. As shown in Figure 11, the results of band modeling after SPA feature extraction are better than those of full-band modeling. Using the SPA–PLSR method, could improve the $R^2$ and RPD of the model and reduce the RMSE and RMSE%, compared to the direct use of the PLSR. The most improved $R^2$ was for SD–SPA–PLSR, which increased from 0.34 to 0.56, an increase of 0.22. The least improvement in $R^2$ was for SDR–SPA–PLSR, which increased from 0.36 to 0.38, an increase of 0.02. The most improved RPD was for FD–SPA–PLSR, which increased from 1.75 to 2.72, an increase of 0.97. The lowest increase in RPD was for FDR–SPA–PLSR, which increased from 1.31 to 1.32, an increase of 0.01. In particular, after RS, FD, LG, SQR, STD, and MC were modelled by SPA–PLSR, the RPD was raised from less than 2 to more than 2, which made these models better estimators of soil salt content, especially the FD–SPA–PLSR model. The largest reduction in RMSE was in the FD–SPA–PLSR model, which decreased from 0.275 to 0.177, a decrease of 0.098. The least RMSE reduction was FDR–SPA–PLSR, which decreased from 0.370 to 0.366, a reduction of 0.004. The largest reduction in RMSE% was in FD–SPA–PLSR, which decreased from 20.33% to 11.81%, a decrease of 8.52%. The least reduction in RMSE% was in STD–SPA–PLSR, which decreased from 18.06% to 17.79%, a decrease of 0.27%.
The increase in RPD was for FDR–SPA–PLSR, which increased from 1.31 to 1.32, an increase of 0.01. In particular, after RS, FD, LG, SQR, STD, and MC were modelled by SPA–PLSR, the RPD was raised from less than 2 to more than 2, which made these models better estimators of soil salt content, especially the FD–SPA–PLSR model. The largest reduction in RMSE was in the FD–SPA–PLSR model, which decreased from 0.275 to 0.177, a decrease of 0.098. The least RMSE reduction was FDR–SPA–PLSR, which decreased from 0.370 to 0.366, a reduction of 0.004. The largest reduction in RMSE% was in FD–SPA–PLSR, which decreased from 20.33% to 11.81%, a decrease of 8.52%. The least reduction in RMSE% was in STD–SPA–PLSR, which decreased from 18.06% to 17.79%, a decrease of 0.27%.

Figure 11. Comparison of the SPA–PLSR and PLSR results. (a) Shows the change in $R^2$; (b) shows the change in RPD; (c) shows the change in RMSE; and (d) shows the change in RMSE%. The red bar chart represents the results of the SPA–PLSR model, the yellow bar chart represents the results of the PLSR model.

5.3. The Effect of Selecting the Number of Feature Bands on the Model

When the SPA selection of the feature band was performed, the number of selected bands was set to 10. At the same time, the FD–SPA–PLSR method had obtained the best research results in the previous study. To explore the sensitivity of the model to the number of bands, 2–20 different bands were selected in turn, and then FD–SPA–PLSR modeling estimation was performed to obtain $R^2$, RPD, RMSE, and RMSE% values, corresponding to each band number. As shown in Figure 12, the hollow line represents the estimation results obtained by the RS–PLSR method. When the number of bands was greater than 5, $R^2$ was greater than 0.8, the RPD was greater than 2.0, the RMSE was less than 0.22 and the RMSE% was less than 15%, and, as the number of bands increased, $R^2$ was stable at approximately 0.83, the RPD was stable at approximately 2.4, the RMSE was stable at approximately 0.18 and the RMSE% was stable at approximately 13.5%. The estimated results of the FD–SPA–PLSR model tended to be stable, when the number of selected feature bands was greater than 5.
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![Figure 12. Sensitivity analysis. (a) The hollow line in the figure shows the result obtained by the RS–PLSR method; the black line indicates R², and the red line indicates RPD. (b) The hollow line in the figure shows the result obtained by the RS–PLSR method; the black line indicates RMSE and the red line indicates RMSE%.](image)

When the number of selected bands increased from 2, the R² and RPD increased with an increase in the number of bands and reached the maximum when the number of bands was 10. The RMSE and RMSE% decreased as the number of bands increased and reached the minimum when the number of bands was 10. When the number of bands was greater than 10 and continued to increase, R², RPD, RMSE, and RMSE% gradually stabilized, which indicated that the bands selected when the number of bands were 10, could well characterize the soil with different salt content. Therefore, the selected bands corresponding to the number of bands from 2 to 10, for this model, are listed (Table 5). According to the previous analysis, the combination of the five wavelengths of 1868 nm, 1883 nm, 1919 nm, 1911 nm, and 2022 nm, could effectively represent the soil salt content information.

<table>
<thead>
<tr>
<th>Number of Bands</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1868</td>
<td>1868</td>
<td>1868</td>
<td>1868</td>
<td>1868</td>
<td>1868</td>
<td>1868</td>
<td>1868</td>
<td>1868</td>
</tr>
<tr>
<td></td>
<td>1868</td>
<td>1868</td>
<td>1868</td>
<td>1868</td>
<td>1868</td>
<td>1868</td>
<td>1868</td>
<td>1868</td>
<td>1868</td>
</tr>
<tr>
<td></td>
<td>1883</td>
<td>1883</td>
<td>1883</td>
<td>1883</td>
<td>1883</td>
<td>1883</td>
<td>1883</td>
<td>1883</td>
<td>1883</td>
</tr>
<tr>
<td></td>
<td>1919</td>
<td>1919</td>
<td>1919</td>
<td>1919</td>
<td>1919</td>
<td>1919</td>
<td>1919</td>
<td>1919</td>
<td>1919</td>
</tr>
<tr>
<td></td>
<td>1911</td>
<td>1911</td>
<td>1911</td>
<td>1911</td>
<td>1911</td>
<td>1911</td>
<td>1911</td>
<td>1911</td>
<td>1911</td>
</tr>
<tr>
<td>The selected feature bands</td>
<td>2022</td>
<td>2022</td>
<td>2022</td>
<td>2022</td>
<td>2022</td>
<td>2022</td>
<td>2022</td>
<td>2022</td>
<td>2022</td>
</tr>
<tr>
<td></td>
<td>1409</td>
<td>1409</td>
<td>1409</td>
<td>1409</td>
<td>1409</td>
<td>1409</td>
<td>1409</td>
<td>1409</td>
<td>1409</td>
</tr>
<tr>
<td></td>
<td>992</td>
<td>992</td>
<td>992</td>
<td>992</td>
<td>992</td>
<td>992</td>
<td>992</td>
<td>992</td>
<td>992</td>
</tr>
<tr>
<td></td>
<td>1989</td>
<td>1989</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1989</td>
<td>1989</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R²</td>
<td>0.700</td>
<td>0.716</td>
<td>0.772</td>
<td>0.817</td>
<td>0.822</td>
<td>0.833</td>
<td>0.841</td>
<td>0.845</td>
<td>0.876</td>
</tr>
<tr>
<td>RPD</td>
<td>1.798</td>
<td>1.839</td>
<td>1.924</td>
<td>2.271</td>
<td>2.310</td>
<td>2.372</td>
<td>2.392</td>
<td>2.401</td>
<td>2.763</td>
</tr>
</tbody>
</table>

5.4. The Availability of the Model

This model is based on the data from proximal-field remote sensing spectral measurements. The data used is point data and, therefore, has a high spatial resolution. At the same time, the data also has a high spectral resolution. It could show more detailed information. However, if the low-distance scale was switched to the remote applications (aerial, satellites), the following factors needed to be considered. First, the proximal-field spectral measurement had less atmospheric impact than the remote sensing image. Therefore, the atmospheric correction and atmospheric correction methods should be considered when switching to remote sensing images. Secondly, the spatial resolution of the existing hyperspectral remote sensing data was “meter” level, so for remote sensing images, each pixel
was a mixed pixel, which contained complex surface interference information. For example, the sparse vegetation or the dead branches of the plant on the cultivated field, the moisture content in the soil, and the difference in soil surface roughness caused by the different cultivation environments, these would affect the absorption features of the spectrum and make the spectral curve change. Finally, common hyperspectral image data, such as HyMap (airborne imaging spectrometer), had a spectral resolution between 17–19 nm [6], while the proximal-field spectral resolution was between 3.5 nm and 9 nm, if the proximal scale was converted to an image scale, it also needed to consider the identification and selection of the sensitive bands. Therefore, in subsequent research, the differences between the proximal-field spectral data and remote sensing images, and the effects of these differences should be comprehensively considered, and the results of proximal-field spectral research would be gradually applied to remote sensing images.

6. Conclusions

This study measured the spectra of 60 cultivated lands in the Yellow River Irrigation region of Shizuishan City and collected corresponding soil samples. The relationship between soil spectral information and the corresponding soil salt content was analyzed. First, the spectra were transformed into 11 kinds, and the feature bands were then selected by the SPA feature band selection method. Finally, the regression analysis was performed by PLSR. The research results are as follows.

1. In addition to SD, FDR, and SDR, the other nine kinds of spectra could show different changes in soil salt content to varying degrees.
2. Sensitive bands for soil salt content were 340–481 nm, 525–744 nm, 882–997 nm, 1296–1393 nm, 1409–1684 nm, 1834–1899 nm, 1901–2054 nm, 2262–2395 nm. The most sensitive bands were concentrated at 525–744 nm, 1834–1899 nm, and 1901–2054 nm.
3. Modeling PLSR with feature bands selected by SPA could effectively improve the $R^2$ and RPD of the model.
4. The FD–SPA–PLSR model had the best estimation results. This model could estimate the soil salt content when the number of bands was greater than 5. The best estimation result could be obtained when the number of bands was 10. Compared with the RS–PLSR model, $R^2$ was increased from 0.76 to 0.89, the RPD was increased from 1.80 to 2.72, the RMSE was decreased from 0.268 to 0.177, and the RMSE% was decreased from 20.27% to 11.81%.

This study explored the applicability of the SPA method for the spectral feature wavelength selection in saline-alkali soils. In future studies, SPA methods could be applied to select the characteristic wavelengths of the saline-alkali soils, and attention should be paid to the salt content inversion of soils with low salinization. At the same time, this study used proximal-field spectral data to provide detailed information. Future research can gradually apply the research results of proximal-field spectroscopy to images, based on a comprehensive consideration of the differences between the proximal-field spectroscopy, and the image scale.
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