Abstract: In this paper, we applied an artificial neural network (ANN) to the short-term prediction of the Arctic sea ice concentration (SIC). The prediction was performed using encoding and decoding processes, in which a gated recurrent unit encodes sequential sea ice data, and a feed-forward neural network model decodes the encoded input data. Because of the large volume of Arctic sea ice data, the ANN predicts the future SIC of each cell individually. The limitation of these singular predictions is that they do not use information from other cells. This results in low accuracy, particularly when there are drastic changes during melting and freezing seasons. To address this issue, we present a new data scheme including global and local SIC information, where the global information is represented by sea ice statistics. We trained ANNs using different data schemes and network architectures, and then compared their performances quantitatively and visually. The results show that, compared with a data scheme that uses only local sea ice information, the newly proposed scheme leads to a significant improvement in prediction accuracy.
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1. Introduction

The Arctic region has attracted growing interest because of the declining Arctic sea ice cover. This allows for better accessibility to natural resources in the region and shorter commercial shipping routes, including the Northern Sea Route (NSR) and the Northwest Passage, crossing the Arctic seas. According to Schwarz [1], using the NSR to travel between Yokohama and Rotterdam can reduce the distance by 40% compared with using the conventional southern sea route.

Arctic sea ice conditions can change over short to medium-term timeframes because of dynamic and thermodynamic processes. Therefore, precise sea ice prediction is critical for ships operating in the Arctic seas. This prediction is the basis of operational decisions that determine the efficiency and safety of operating the ships. Although Arctic sea ice prediction may be needed for a variety of purposes, the prime focus of this paper is on the commercial use of the Arctic seas. Arctic sea ice prediction can be categorized as short-, mid-, and long-term [2]. Long-term predictions include several years. These are useful for making decisions regarding the construction of new icebreakers and infrastructures. Several general circulation climate models are available for this purpose, such as the Hadley Centre Global Environmental Model (HadGEM) of The Met Office’s Hadley Centre [3], the Community Earth System Model (CESM) of the National Center for Atmospheric Research (NCAR) [4], and the Model for Interdisciplinary Research on Climate (MIROC) of the Japanese research community [5]. Mid-term predictions cover several months and are useful for making decisions on whether to use the NSR or the conventional southern sea route during the coming summer navigation season. These predictions...
are performed using statistical or ice-ocean coupled models. Kimura et al. [6] presented a statistical method that predicted the summer sea ice cover using the previous winter sea ice cover and ice motion. A fully coupled model including ice, ocean, atmosphere, and land produced by the National Centers for Environmental Prediction (NCEP) Climate Forecast System version 2 (CFSv2) [7] was used to predict the seasonal sea ice. An ice-ocean coupled model with ensemble prediction was also used for seasonal sea ice predictions [8]. Finally, short-term predictions cover several days. These are useful for selecting a safe and economic path when a ship enters ice-covered areas in the Arctic ocean. A few operational short-term prediction models have been developed for this purpose. Examples are the Japanese ice-ocean coupled model icePOM [2], the U.S. Navy Arctic Cap Nowcast/Forecast System (ACNFS) [9], and the Norwegian TOPAZ4, which is a coupled ocean-sea ice data assimilation system for the North Atlantic and Arctic [10].

With the recent advances in modeling and data processing technologies, artificial neural networks (ANNs) have shown great success in a variety of applications, such as object recognition [11], speech recognition [12], super-resolution imaging [13], and natural language processing [14]. The prime advantage of ANNs is the ability to learn non-linear and complex relationships between inputs and outputs. Because of the recent success in such areas, ANN approaches have been applied to Arctic sea ice concentration (SIC) prediction. Chi and Kim [15] applied a long short-term memory (LSTM) network [16] to the mid-term prediction of Arctic SIC. The LSTM is a recurrent neural network that uses the output from a previous step as the input for the current step. It has a memory cell, which is referred to as the state cell, that is updated at each step using a new input. Such an updating process allows the LSTM to use only the necessary information rather than all the inputs during training. This makes the training process more efficient and improves prediction accuracy. Unlike existing approaches that use a variety of atmospheric and oceanic data, the authors use only observed SIC data in the prediction. The authors compared the performance of the LSTM with that of an autoregressive (AR) model, which is a statistics-based model for time-series data, and the LSTM outperformed the AR. Kim et al. [17] used a feed-forward neural network for mid-term prediction of SIC in the Kara and Barents seas. The authors selected the following four atmospheric factors as input factors among 19 candidates using the correlation coefficient: (i) near-surface specific humidity; (ii) near-surface air temperature; (iii) surface downwelling longwave radiation; and iv) surface upwelling longwave radiation. The authors created model input through an ensemble of the data that were provided by multiple regional climate models using the Bayesian model averaging method [18].

Consistent with previous research, we applied an ANN to Arctic SIC prediction. The ANN was for short-term prediction and only used observed SIC data, as described by Chi and Kim [15]. Because of the large volume of Arctic SIC data, the ANN predicted the future SIC of each cell individually. The limitation of such an individual prediction is that it does not use information from other cells. This results in low accuracy, particularly when there are drastic changes during the melting and freezing seasons. To address this issue, we present a new data scheme that enables such individual cell prediction to use global SIC information and the cell’s local SIC information. In Section 2, the ANN and the new data scheme are described. In Section 3, we show the test results of the ANN, in comparison with an ANN that was trained by a data scheme that did not include global SIC information. In Section 4, we draw conclusions and provide suggestions for future research.

2. Materials and Methods

We trained an ANN for short-term prediction of SIC in the Arctic grid cells. The grid size is $233 \times 274$ cells and each cell’s area is $25 \times 25 \text{ km}^2$. The SIC data used in this study are based on retrievals using brightness temperature from the following passive microwave radiometers: Special Sensor Microwave Imager (SSM/I), Special Sensor Microwave Imager/Sounder (SSMIS), Advanced Microwave Scanning Radiometer for EOS (AMSR-E), and Advanced Microwave Scanning Radiometer 2 (AMSR2). SSM/I and SSMIS SIC data were obtained from the National Snow & Ice Data Center (NSIDC) [19]. AMSR-E SIC data were also obtained from the NSIDC [20]. AMSR2 SIC data were obtained from
the Arctic Data Archive System (ADS) [21]. The horizontal resolution of the SSM/I SIC data is about 25 km, and that of AMSRE and AMSR2 SIC data is about 12.5 km and 10 km, respectively. Therefore, we interpolated this data into the 25-km grid using the inverse distance interpolation method.

For efficient computation, we selected 20,661 cells in which sea ice had been observed from 1 January 2000 to 31 December 2016. The cells are referred to as ‘dynamic cells’ and account for around 32% of the entire grid cells. We assumed that sea ice would appear only in the dynamic cells, believing that the prediction errors made from this assumption would not be significant. In Figure 1, the white cells indicate the dynamic cells. The black cells indicate ‘ground cells’, which are continental areas and have a positive elevation. The blue cells indicate ‘open-sea cells’, which have a negative elevation, and sea ice was not observed in these areas during this period.

![Figure 1. Dynamic, open-sea, and ground cells.](image)

The ANN predicts the SIC of each dynamic cell individually. The prediction period is 15 days using sea ice information from the previous 120 days and geographical information from the cell. The input length, 120 days, was determined using trial experiments, in which we investigated performance using 15, 30, 60, 90, 120, and 150 days of input length, and the best performance was found in 120 days. Figure 2 describes the input and output of the model, in which the values in the white cells indicate local information, and the values in the grey cells indicate global information. The local information is relevant only for an individual cell, such as the geographical information and SIC of the cell. The geographical information indicates the cell’s coordinates and elevation. This allows for one model to be used to predict multiple cells. We used X–Y coordinates instead of longitude and latitude to avoid the discontinuity between the end of the longitude lines. For example, if we represent the longitude lines 179 degrees east and 179 degrees west by the values 179 and −179, respectively, although these lines are close to each other geographically, they are quite different in their numerical value.
The global information comprised grid-level information. We used the time step $t$ and six SIC statistics as the global information. The time steps are integers that are the date gaps from a reference date, 1 January 2000. For instance, 2 January 2000 and 3 January 2000 can be converted to integers 1 and 2, respectively. When computing the statistics, we first identified ice-covered cells with a SIC of more than 0.15. We then computed the statistics including the sea ice extent, mean, standard deviation, and correlation of ice-covered cells. The sea ice extent, $SIE$, describes the entire sea ice area at time step $t$ and is the aggregated area of ice-covered cells. This information can be used in the mode description of Arctic sea ice, such as freezing, frozen, melting, and melted modes. The mean of the X–Y coordinates of ice-covered cells, $meanX_t$ and $meanY_t$, describes the center of sea ice distribution at time step $t$. The standard deviation, $stdX_t$ and $stdY_t$, describes the amount of variation in the distribution along the X and Y axes at time step $t$. The correlation of X and Y, $corXY_t$, describes the shape of the distribution at time step $t$. Figure 3 illustrates different distributions with different statistical values.

Figure 3. Distributions with different sea ice extent ($SIE$), mean, standard deviation ($std$), and correlation values ($cor$): (a) Sea ice distribution with $SIE = 3914375$, $meanX_t = 123.4$, $meanY_t = 174.3$, $stdX_t = 27.1$, $stdY_t = 26.5$, $corXY_t = -0.35$; (b) Sea ice distribution with $SIE = 9048750$, $meanX_t = 127.4$, $meanY_t = 187.9$, $stdX_t = 40.4$, $stdY_t = 36.8$, $corXY_t = 0$; (c) Sea ice distribution with $SIE = 9706875$, $meanX_t = 117.6$, $meanY_t = 181.6$, $stdX_t = 46.9$, $stdY_t = 41.1$, $corXY_t = 0.28$. 

Figure 2. Artificial neural network input and output.
The input values are normalized between 0 and 1, using the minimum and maximum values, to ensure that each factor has an equal contribution. Table 1 describes the values and Equation (1) defines the normalization, where $x_i$ is i-th input factor and $\min_i$ and $\max_i$ are the minimum and maximum values of the factor. The maximum value of time step $t$, which is 19 May 2027, was determined to consider the future use of the ANN. The minimum and maximum values of the other factors were determined using the features of the given data, which include geographical data and 17 years of previous observations, from 1 January 2000 to 31 December 2016.

$$f(x_i) = \frac{x_i - \min_i}{\max_i - \min_i}$$ (1)

### Table 1. Minimum and maximum value of input factors.

<table>
<thead>
<tr>
<th>$t$</th>
<th>$X$</th>
<th>$Y$</th>
<th>depth</th>
<th>$SIE_t$</th>
<th>meanX</th>
<th>meanY</th>
<th>stdX</th>
<th>stdY</th>
<th>$\text{SIC}_t$</th>
<th>$\text{corXY}_t$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Min.</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>−4500</td>
<td>0</td>
<td>108.6</td>
<td>164.0</td>
<td>12.0</td>
<td>13.6</td>
<td>−0.5</td>
</tr>
<tr>
<td>Max</td>
<td>10,000</td>
<td>233</td>
<td>274</td>
<td>0</td>
<td>1.5 $\times 10^7$</td>
<td>139.8</td>
<td>201.4</td>
<td>59.5</td>
<td>54.6</td>
<td>0.4</td>
</tr>
</tbody>
</table>

The prediction comprises encoding and decoding processes. We use a gated recurrent unit (GRU) for encoding. The GRU is a recursive neural network that has often been used with sequential data, such as natural language processing. It showed a similar performance to that of a LSTM, but has a simpler architecture that allows for efficient training of the network [22]. Similar to a LSTM, the GRU has a hidden state, which is a set of variables, and is updated gradually using a new input at each time step. We used 30 real variables as the hidden state. In the final hidden state, the encoded sequential input data are used as an input in the decoding process, in which a feed-forward neural network determines the future SIC. This comprises two hidden layers and 60 fully connected units in each layer. These numbers, which define the network architecture, are determined based on trial experiments. Figure 4 illustrates the encoding and decoding processes. The subscripts of $x$ and $\hat{y}$ indicate a time step.

![Figure 4](image_url). Illustration of the encoding and decoding processes used to make the prediction.

We used 80,000 samples for training and 20,000 samples for validation using SIC observation data from 1 January 2000 to 31 December 2016. Because the ANN predicts the future SIC of each cell individually, 20,661 samples can be created from a timeframe. In creating a sample, we first determined...
a time period of 135 days within the above 17-year time frame. The data from the first 120 days were used to create an input and the data from the last 15 days were used as reference data for computing prediction errors. The error is defined by the root-mean-square error (RMSE) and is minimized during the training process. We used a mini-batch set for efficient convergence, in which the batch size was 2000 samples and the training samples were randomly shuffled when all the samples were used. Equation (2) defines the objective function of the training, in which set \( S \) is samples in a mini-batch set and set \( T \) is the prediction time steps, which are 15 days. \(|S|\) and \(|T|\) indicate the size of sets \( S \) and \( T \), respectively; \( y_{st} \) is an observation value of sample \( s \) at time step \( t \); \( \hat{y}_{st} \) is a prediction value of sample \( s \) at time step \( t \).

\[
\text{Minimize RMSE} = \sqrt{\frac{\sum_{s \in S} \sum_{t \in T} (y_{st} - \hat{y}_{st})^2}{|S||T|}} \quad (2)
\]

The training process was terminated after 3000 iterations. We used the following two RMSEs: (i) a training RMSE; and (ii) a validation RMSE. These RMSEs were computed using the training and validation samples, respectively. The former was used to compute gradients at each training step and the latter was used to validate the network model. The validation started at 1000 iterations and the model was kept if the validation RMSE was better than the known best value. Figure 5 illustrates the convergence of the RMSEs in the network model.

![Figure 5](image-url)

**Figure 5.** Convergence of the root-mean-square errors (RMSEs) during the training process. The black line indicates the training RMSE and the grey line indicates the validation RMSE.

## 3. Results and Discussion

We tested the model using 45 periods from 1 January 2017 to 6 November 2018, which were not used in the training process (Table 2).

<table>
<thead>
<tr>
<th>Table 2. Test periods.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Period 1</strong></td>
</tr>
</tbody>
</table>

To determine the effect of global SIC information on model performance, we performed controlled experiments in the test. We trained an additional model without using the global SIC information and compared its performance with that of the model presented in Section 2. We called the above control model ‘GRU 1’ and the latter experimental model ‘GRU 2’. Moreover, we compared the GRU models
with LSTM models. Similarly, the LSTM models were trained using the different data schemes, and we
called the control model ‘LSTM 1’ and the experimental model ‘LSTM 2’. Table 3 compares the data
schemes in GRU 1, LSTM 1, GRU 2, and LSTM 2.

**Table 3.** Data schemes in GRU 1, GRU 2, LSTM 1, and LSTM 2.

<table>
<thead>
<tr>
<th>Model</th>
<th>$t$</th>
<th>$X$</th>
<th>$Y$</th>
<th>$depth$</th>
<th>$SIE_t$</th>
<th>meanX</th>
<th>meanY</th>
<th>stdX</th>
<th>stdY</th>
<th>corXY</th>
<th>SIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>GRU 1</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>LSTM 1</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>GRU 2</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>LSTM 2</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

We used three types of errors in the test: (i) RMSE; (ii) mean absolute error in SIC (MAESIC); and (iii) mean absolute error in SIE (MAESIE). Equations (3)–(5) define the three errors, respectively, where set $C$ is the dynamic cells and set $T$ is the prediction time steps. $|C|$ and $|T|$ are the size of the sets, $y_{ct}$ is an observed SIC in cell $c$ at time step $t$, and $\hat{y}_{ct}$ is a predicted SIC in cell $c$ at time step $t$. Similarly, $z_{ct}$ is an observed SIE in cell $c$ at time step $t$, and $\hat{z}_{ct}$ is a predicted SIE in cell $c$ at time step $t$.

$$\text{RMSE} = \sqrt{\sum_{c \in C} \sum_{t \in T} \frac{(y_{ct} - \hat{y}_{ct})^2}{|C||T|}}$$  \hspace{1cm} (3)

$$\text{MAESIC} = \sum_{c \in C} \sum_{t \in T} \frac{|y_{ct} - \hat{y}_{ct}|}{|C||T|}$$  \hspace{1cm} (4)

$$\text{MAESIE} = \sum_{c \in C} \sum_{t \in T} \frac{|z_{ct} - \hat{z}_{ct}|}{|T|}$$  \hspace{1cm} (5)

Figures 6–8 describe the test results. The horizontal axis indicates the period number and the
vertical axis indicates the errors defined in Equations (3)–(5). In each figure, there are four lines defined
by two marker types and two line colors. The lines with triangles are the errors of the LSTM models
and the lines with the squares are the errors of the GRU models. The line colors are used to represent
the data schemes, in which if the model used both global and local information, the line color is black.
Otherwise, the line color is grey.

![Figure 6. RMSE in the test periods.](image)
Figure 7. Mean absolute error in sea ice concentration (MAESIC) in the test periods.

Figure 8. Mean absolute error in sea ice extent (MAESIE) in the test periods.

Table 4 describes the test results in a quantitative manner. In both GRU and LSTM models, the use of global information improved prediction accuracy. On average over the periods, the improved accuracy of the GRU 2 was 0.01 in RMSE, 0.01 in MAESIC, and 0.11 million km² in MAESIE. Similarly, the improved accuracy of LSTM 2 was 0.01 in RMSE, 0.01 in MAESIC, and 0.08 million km² in MAESIE. These numbers increased to 0.02, 0.02, and 0.51 million km², respectively, in the GRU models and 0.02, 0.01, and 0.26 km², respectively, in the LSTM models during the freezing seasons, which are periods 19–22 and 43–45.

Table 4. Test results.

<table>
<thead>
<tr>
<th>Period</th>
<th>Model</th>
<th>RMSE</th>
<th>MAESIC</th>
<th>MAESIE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1–45</td>
<td>GRU 1</td>
<td>0.14</td>
<td>0.07</td>
<td>$0.71 \times 10^6$ km²</td>
</tr>
<tr>
<td></td>
<td>GRU 2</td>
<td>0.13</td>
<td>0.06</td>
<td>$0.60 \times 10^6$ km²</td>
</tr>
<tr>
<td></td>
<td>LSTM 1</td>
<td>0.14</td>
<td>0.07</td>
<td>$0.72 \times 10^6$ km²</td>
</tr>
<tr>
<td></td>
<td>LSTM 2</td>
<td>0.13</td>
<td>0.06</td>
<td>$0.64 \times 10^6$ km²</td>
</tr>
<tr>
<td>19–22, 43–45</td>
<td>GRU 1</td>
<td>0.18</td>
<td>0.09</td>
<td>$1.40 \times 10^6$ km²</td>
</tr>
<tr>
<td></td>
<td>GRU 2</td>
<td>0.16</td>
<td>0.07</td>
<td>$0.89 \times 10^6$ km²</td>
</tr>
<tr>
<td></td>
<td>LSTM 1</td>
<td>0.18</td>
<td>0.09</td>
<td>$1.37 \times 10^6$ km²</td>
</tr>
<tr>
<td></td>
<td>LSTM 2</td>
<td>0.16</td>
<td>0.08</td>
<td>$1.11 \times 10^6$ km²</td>
</tr>
</tbody>
</table>
For statistical comparison, we conducted $t$-tests to determine significant differences between the different data schemes and model types (Table 5). In the comparison between the data schemes, all $p$-values were 0, which indicates that there is significance in the selection of the data scheme. In the comparison between the model types, it is difficult to conclude that there is significance in the selection of model type because some of the $p$-values were over 0.05.

<table>
<thead>
<tr>
<th>Model Pair</th>
<th>RMSE</th>
<th>MAESIC</th>
<th>MAESIE</th>
</tr>
</thead>
<tbody>
<tr>
<td>GRU 1–GRU 2</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>LSTM 1–LSTM 2</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>GRU 1–LSTM 1</td>
<td>0.02</td>
<td>0</td>
<td>0.13</td>
</tr>
<tr>
<td>GRU 2–LSTM 2</td>
<td>0.07</td>
<td>0.45</td>
<td>0.02</td>
</tr>
</tbody>
</table>

All the models were trained using an Intel Core i7-8700K (3.70 GHz) with 16-GB memory and NVIDIA GeForce GTX 1080 (2560 CUDA cores and 8-GB memory). Figure 9 presents the training times of each model using different input lengths. Although the GRU is known to involve faster training, there was no significant difference in this experiment. If the model type is same, using global SIC information increases the training time. Moreover, there is a clear linear relationship between training time and input length.

Moreover, we conducted visualization of the evolving SIC of the GRU models. Figure 10, for example, illustrates the development of SIC in periods 20 and 45. The first-row images show the observations and the second- and third-row images present the predictions of GRU 1 and GRU 2, respectively. In each image, the white cells indicate the area where the SIC is more than 0.15. Figure 11 illustrates the prediction errors. The first- and second-row images show the errors of GRU 1 and GRU 2, respectively. Although the differences in RMSE and MAESIC between GRU 1 and GRU 2 seem to be not significant in Table 4, the visual comparison shows more apparent differences, with the prediction of GRU 2 being remarkably better than that of GRU 1. This discrepancy between the quantitative and visual comparisons may be due to the central area SIC. Both GRU 1 and GRU 2 can predict the SIC accurately because the SIC is relatively static. One interesting observation is how GRU 2 predicts future SIC in uncertain areas. Unlike existing numerical models, the model fills in the areas with ambiguous values, such as the value between 0.2 and 0.6, to minimize the errors.
4. Conclusions

In this paper, we presented an ANN for the short-term prediction of Arctic SIC. The ANN determines the future SIC using encoding and decoding processes, in which a GRU encodes sequential input data as a hidden state, and a feed-forward neural network determines future SIC using the hidden state. The ANN predicts each cell individually because of the large volume of Arctic sea ice data. This results in low accuracy, as each prediction is made using only local sea ice information. To overcome this, the ANN was trained using global SIC information that includes statistics describing SIC distribution at each input time step. We compared the performance of the ANN with that of other ANNs that use only local SIC information or a LSTM network as the encoder. The results of the t-tests showed that the selection of the data scheme has a significant impact on performance, but was difficult to determine whether the encoder choice between the GRU or the LSTM network has a significant impact.

The selection of training, validation, and test samples for an ANN affects the model’s performance significantly. In this paper, we created the samples in a random manner. However, this may not be the best method when using Arctic sea ice data because of the different characteristics of cells according
to the regions and seasons. For example, we are more interested in the boundary area of the Arctic than in the central area because of the different changes in SIC. The SIC of the boundary area is more dynamic and uncertain than that of the central area. Thus, most prediction errors arise in the boundary area. However, it is difficult to define the location of the boundary area because it varies over time. For example, the boundary area in a summer season is located relatively closer to the Arctic center than in a winter season. The annual decline in Arctic sea ice is also related to the location of the boundary area. Such different characteristics of cells should be considered in the sampling process. We believe that a better selection of the samples can improve prediction accuracy.

We used a GRU for encoding and a feed-forward neural network for decoding. However, there are other options that can be chosen when selecting the network architecture. For example, we can use GRUs in both encoding and decoding processes. This allows the decoding to use the prediction values from the previous steps in the next-step prediction as well as the final hidden state. Moreover, although we determined the architectural parameters (e.g., number of hidden state variables in the encoder, and number of layers and neurons in the decoder) based on several trials, the parameters could be further optimized, which may improve the model’s performance.

Researchers have shown atmospheric and oceanic factors that are correlated with the Arctic SIC [17]. We believe that using such correlated factors as well as the SIC could improve the results of our approach.
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