Floating Xylene Spill Segmentation from Ultraviolet Images via Target Enhancement
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Abstract: Automatic colorless floating hazardous and noxious substances (HNS) spill segmentation is an emerging research topic. Xylene is one of the priority HNSs since it poses a high risk of being involved in an HNS incident. This paper presents a novel algorithm for the target enhancement of xylene spills and their segmentation in ultraviolet (UV) images. To improve the contrast between targets and backgrounds (waves, sun reflections, and shadows), we developed a global background suppression (GBS) method to remove the irrelevant objects from the background, which is followed by an adaptive target enhancement (ATE) method to enhance the target. Based on the histogram information of the processed image, we designed an automatic algorithm to calculate the optimal number of clusters, which is usually manually determined in traditional cluster segmentation methods. In addition, necessary pre-segmentation processing and post-segmentation processing were adopted in order to improve the performance. Experimental results on our UV image datasets demonstrated that the proposed method can achieve good segmentation results for chemical spills from different backgrounds, especially for images with strong waves, uneven intensities, and low contrast.
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1. Introduction

With the worldwide demand for chemicals increasing sharply, the amount of chemicals transported by sea has increased by 3.5 times in the past 20 years because of sea transport’s low costs for carrying large quantities over long distances [1]. The majority of these chemicals are categorized as hazardous and noxious substances (HNSs), which are defined as any substance other than oil that, if introduced into the marine environment, is likely to create human health hazards, harm living resources and other marine life, damage amenities, and/or interfere with other legitimate uses of the sea [2]. With the increase in the marine transportation of HNSs among major ports, the risk of HNS spillages is further increased [3]. HNS spills have their own characteristics that are different from oil spills, especially considering the wide variety of products that may be involved [4]. Approaches for oil detection may not be suitable for HNS spill detection. In order to deal with a spill accident, accurate and rapid knowledge of the spill area, location, and movement enables one to develop effective and efficient countermeasures and therefore significantly reduce the ecological impacts and costs of cleanup operations [5]. Manual segmentation of spills from a large number of images is time-consuming and laborious. Therefore, automatically detecting those spill regions becomes an important issue.
Unlike other target segmentation tasks, chemical spills have their own challenges. First, in the list of the top 10 chemicals that are likely to pose the highest risk of being involved in an HNS incident [6], eight chemicals are colorless in the visible spectrum, meaning that the difference in the color between the leaked area and the water surface is small and difficult to identify. Second, most liquid chemicals have low viscosities and low surface tension forces, which lead to a thin liquid film on the water surface [7] and invalidate the detection method using the changes in surface roughness, such as synthetic aperture radar (SAR) [8]. Third, due to container ports being frequent accident occurrence places due to their complex environment, accident images usually record the spill target and background, including surface waves, sun reflections, and the shadows caused by buildings, ships, equipment, and clouds. All these challenges make it difficult to recognize chemical leakage targets from the background. To overcome these problems, several relative studies have focused on sensors and automatic detection methods.

With respect to sensors, an HNS monitoring with radar remote sensing experimental study showed that some chemicals are undetectable using SAR images [8]. This seems to be caused by the high volatility of the tested products and the relatively long time lag between the discharge and observations. Compared to the use of SAR images, optical images allow for a wide swath monitoring and relatively low costs, thereby providing more frequent information [9,10]. It is the optical characteristic and chemical properties of oil that makes it possible to detect oil spills using optical sensors [9,11]. Some chemical products in HNSs, especially hydrocarbon chemicals, have similar chemistries (OH, CN, and CH bonds) with oil, thereby indicating that there is the potential to use optical images to detect these spills. In the area of oil spill detection, ultraviolet (UV) sensors have been proven to be able to detect thin layers (<0.1 µm) [12], thereby indicating its potential for detecting thin chemical layers. Recently, unmanned aerial vehicles (UAVs) are becoming popular in coastal environmental monitoring, such as litter, pollution, beach erosion, land use, and anthropological impacts [13–16], because of their flexibility and low cost. UAVs equipped with UV sensors have a great potential for the real-time detection of floating HNSs.

Compared to choosing detection hardware, automatic target segmentation is a more challenging task in image understanding and computer vision due to the variety, low contrast, and uneven illumination of chemical spill images. Many methods of image segmentation have been proposed to detect targets on water surfaces, including thresholding [17], level sets [18], active contour models [19], the Mean-Shift [20], and neural networks [21]. The level sets method is a branch of active contour model, which represents contour as the zero level set of a higher dimensional function. The use of this method can provide more flexibility in the implementation of active contours. The main drawbacks are high dependence on initializations and it is time-consuming [22]. The active contour model is based on an energy minimization scheme. The Chan–Vese model is one of the most representative region-based one, which converts image segmentation into a problem of finding contours. With the homogeneity assumption in an image, this method usually fails to segment image with inhomogeneous intensities [23], while the images of HNS usually present inhomogeneity. The Mean-Shift is a nonparametric iterative algorithm, which has been used in image segmentation. It builds upon the concept of kernel density estimation (KDE), which may misclassify target pixels into its neighborhood background because of low contrast, which is also common in HNS images. The other disadvantage is its time-consuming nature [24]. Neural network is an efficient supervised learning method. To obtain a good performance neural network, its parameters should be adjusted by a long time back-propagation training process within a large number of training images. It is also highly sensitive to initial training parameter settings [25]. Dependence on initialization may affect the generalization and efficiency of segmentation method.

Among these algorithms, thresholding is one of the most popular methods that is used for image segmentation because of its effectiveness and simplicity, and it can assist to make an initial estimation for some complex segmentation methods [26]. Thresholding methods can be classified into three practical categories:
(1) calculating a global threshold for the whole image, such as Otsu [27] and maximum entropy [28];
(2) adapting an adaptive local threshold, such as fuzzy c-means [29] and adaptive thresholding [30]; and
(3) considering the spatial local information for classifying the pixels, such as two-dimensional (2D) Otsu, 2D maximum entropy [31], and spatial fuzzy c-means [32].

Category 1 only searches for a global threshold from the gray value information and uses it to divide the image into two regions. This method is susceptible to complex backgrounds, low signal-to-noise ratios (SNRs), and uneven illumination, leading to many segmentation errors. Categories 2 and 3 set the threshold according to local explicit and implicit variants, thereby enhancing the recognition accuracy of pixels. However, all these methods fail in the case of images with low contrast between the target and background, which is common in chemical spill images. To fill this gap in chemical spill detection, we conducted a colorless chemical spill experiment to verify the difference and distinguish between a transparent chemical spill and a clean water surface in UV images. These images were captured simulating the moving of UAV. Based on the characteristics of chemical spill images, an automatic chemical spill segmentation method is proposed in this literature. In our method, we first conduct pre-segmentation processing to smooth the noise while maintaining the target’s sharpness. Second, we propose global background suppression (GBS) to reduce the complexity of the background and adaptive target enhancement to improve the saliency of the target. After the above steps, a local fuzzy thresholding method (LFTM), which is robust in resisting artifacts and noise as that proposed in [33], is adopted to separate the target and the other regions, and the number of regions in the processed image is determined using histogram analysis. The new method can resist complex backgrounds and is suitable for the detection of weak targets. In our experiment of floating xylene on water, the proposed method achieves promising performance on UV image. The next work is to apply our algorithm on UV images that are captured on UAV.

The rest of this paper is arranged as follows. In Section 2, the overall proposed methodology is outlined. In Section 3, we conduct an experiment to obtain colorless xylene spill images and implement our method as described. Performance of the algorithm is discussed. Finally, in Section 4, conclusions on the method and suggestions to future work are mentioned.

2. Method

The main contribution of our work is to propose a method for distinguishing the spill areas of transparent liquid chemicals floating on water. In this section, we introduce all the processing steps of our method. The UV images are processed using the workflow illustrated in Figure 1.

2.1. Pre-Segmentation Processing

2.1.1. Downsampling

The original image has a resolution of 4000 × 4000. It is time-consuming to directly process these images. As shown in Figure 2, the spill target is generally brighter than the surrounding background, while some small bright speckles, such as leaves and solar reflections, also are bright, thereby causing the spill target to be incorrectly identified. To improve the processing efficiency and eliminate the effects of small bright speckles at the local scale, a simple but effective downsampling method, which is called grid cell analysis (GCA) [34], was adopted. This step is not necessary if there is an advanced hardware system and lower real-time requirements. The GCA algorithm first divides an image into m × n grids. Then, it calculates the minimum intensity value of each cell, and finally it downsamples the original image by replacing each cell with the corresponding minimum intensity value. Through the GCA process, the spill region features are preserved, while most of the small speckle noise is removed. The image resolution is reduced, thereby leading to an efficient calculation for further processing.
Figure 1. Workflow of the proposed method.

Figure 2. An example of the grid cell analysis (GCA) process.

Figure 2 shows the calculation operation of the GCA. The left image is the original image and the right is the downsamled one. Comparing the two images, it is obvious that some highlighted spots are removed. In this work, we select 8 × 8 blocks, which means that the downsampled image's resolution is 500 × 500.
that are indicated by the red arrows in left picture are removed. In this work, we select $8 \times 8$ blocks, which means that the downsampled image’s resolution is $500 \times 500$.

2.1.2. Noise Removal

After the GCA process, several impulse noises may randomly occur in the image, which may influence the sensitivity of the lateral adaptive target enhancement (ATE) process in which the image gradient value is a key component. Meanwhile, an edge-preserving filter is required in order to remove the image noise without over blurring the edges of the spill. A bilateral filter is a nonlinear, edge-preserving, and noise-reducing smoothing filter that meets the above requirements [35]. The new intensity value of each pixel is calculated using a weighted average of the original intensity values from nearby pixels. These weights follow a Gaussian distribution. Compared to other common filters, the bilateral filter can achieve a promising denoising result [36].

2.1.3. Edge Enhancement

To compensate for the information loss caused by the smoothing operation, we choose the anisotropic diffusion algorithm to enhance the saliency of the spill region’s boundaries and suppress the weak edges and small structures inside the background [37]. Figure 3 demonstrates the effect of the pre-segmentation processing. With the help of the GCA, bilateral filter and anisotropic diffusion operation, the image noise and small unwanted objects are discarded, and the target boundaries are enhanced.

![Figure 3](image_url)

**Figure 3.** An example of the pre-segmentation processing—(a) original image ($4000 \times 4000$) and (b) processed image ($500 \times 500$).

2.2. Image Segmentation Algorithm

2.2.1. Global Background Suppression

As shown in the UV images in Figure 4, we can conclude three important properties that help us to achieve the segmentation goal. First, the pixel intensities of the target are higher than its nearby pixel intensities, thereby causing a detectable edge around the target. Second, the pixel intensities of the background have a wide range because of the existence of shadows, waves, and sun reflections. Therefore, it is impossible to use gray value information to distinguish between the target and the background. Third, there are different intensity distributions among the different UV images due to the viewing angle, water surface conditions, and varying illuminations, which increase the difficulty of modeling the distributions of the UV images.
where processed pixel intensity value. Values of the above three numbers, it is reasonable to choose the median. Figure 5 demonstrates an example using GBS.

Due to different imaging conditions, the area occupied by the target and the imaging light in each image are different, which will affect the meanI and $k_{\max}$ of the whole image. When considering the values of the above three numbers, it is reasonable to choose the median. Figure 5 demonstrates an example using GBS.

(1) Calculate the average intensity values meanI of image $I$ and the corresponding intensity value $k_{\max}$ of the peak of the histogram. $k_{\max}$ is determined using the following equation:

$$k\{k^*|\text{hist}(k^*) = \max(\text{hist}(k))\}_{\max}$$

where hist($k$) is the histogram and $k$ is the intensity value ranging from 0 to 255.

(2) In the extreme illumination situation, such as when the image is overexposed, the above two values cannot acceptably suppress the background, and so we added a constant thresholding $constrh$ for all images. In this work, $constrh = 120$ is a reasonable selection. As the size of the dataset increases, this value can be optimized.

(3) Sort meanI, $k_{\max}$, and $constrh$, and choose the median number as the background threshold $b_{\text{th}}$, as in the following:

$$b_{\text{th}} = \text{median}(\text{meanI}, k_{\text{th max}}, constrh)$$

(4) Subtract $b_{\text{th}}$ from the image and set it to zero. If the pixel intensity value is less than or equals to $b_{\text{th}}$, it remains 0. Otherwise, set the value as $I_{(i,j)} - b_{\text{th}}$, which is expressed as follows:

$$I_{\text{gbs}(i,j)} = \begin{cases} I_{(i,j)} - b_{\text{th}}, & I_{(i,j)} > b_{\text{th}} \\ 0, & \text{otherwise} \end{cases}$$

where $I_{(i,j)}$ is the pixel intensity of the $i_{\text{th}}$ row and $j_{\text{th}}$ column of the original image $I$, and $I_{\text{gbs}(i,j)}$ is the processed pixel intensity value.

Figure 4. Examples of chemical spill targets in UV images. (a) Image with shadow; (b) image with shadow, wave, and sun reflection; (c) image with shadow, wave, and sun reflection; Since a complex background is not conducive to the precise segmentation of the target, we propose a global background suppression (GBS) algorithm to subtract the redundant information from the background. The main idea of the algorithm is to estimate an adjustable threshold based on the intensity distribution, and then to filter the pixels that are less than the threshold in the images. The details are described as follows.
2.2.2. Adaptive Target Enhancement

To compensate for the intensity decay caused by the above intensity subtraction, an algorithm for enhancing the saliency of the target, which is called adaptive target enhancement (ATE), is proposed. ATE allocates an individual weight for each pixel, as shown in Equation (4):

\[
I_{ate}(R_i) = \begin{cases} 
R_i - \lambda_i \times mR_i, & R_i \geq mR_i \\
0, & \text{otherwise}
\end{cases}, i = 1, \ldots, H
\]  

(4)

where \(R_i\) is the variant in the \(i_{th}\) row of the image, \(mR_i\) is the mean value of \(R\), \(H\) is the height of the image, \(\lambda_i\) is the intensity enhancement coefficient vector of the \(i_{th}\) row, and \(I_{ate}\) is the result of the ATE.

From Equation (4), the key point of ATE is that the weight value should be small when the pixel belongs to the target area, while the weight value should be large when the pixel belongs to the nontarget area. In our preprocessed image dataset, the target is brighter than its surrounding background, and it has a sharp edge that outlines its shape. Meanwhile, the background is without these distinct features. According to these characteristics, we combine the intensity value, the local information entropy, and the gradient information to estimate the weight for each pixel of the image. The adaptive weight calculation procedure can be briefly summarized into the following steps.

1. The mean intensity value and standard deviation of the \(i_{th}\) row, i.e., \(mR_i\) and \(stdR_i\), respectively, are calculated.

2. According to \(stdR_i\), we assign a coefficient \(\eta\) to \(mR_i\), where \(\eta\) is determined by the following equation:

\[
\eta = \begin{cases} 
\eta_1, & stdR_i \geq th_1 \\
\eta_2, & \text{otherwise}
\end{cases}
\]

(5)

In a row with a high intensity value and standard deviation, there is low confidence in the target as well, and here we assign a large \(\eta\). Otherwise, we assign a small \(\eta\). \(th_1 = 15\), \(\eta_1 = 1\), and \(\eta_2 = 0.8\) in this work.

3. The Sobel operator is used to generate the gradient image \(G\), and scale the gradient value of the data to \([0,1]\).

4. The local entropy value of the 8 neighbors around the corresponding pixel in the input image is calculated to get the local entropy image \(E\). A threshold \(th_2\) is set, which equals \(0.65 \times \text{max}(E)\). If \(E_{(i,j)} < th_2\) is satisfied, this entropy value is set to zero; otherwise, the present value is retained. Then, the entropy value of data is scaled to \([0,1]\).

5. The weight \(\lambda_{(i,j)}\) for each pixel in the \(i_{th}\) row and \(j_{th}\) column is calculated as follows:

\[
\lambda_{(i,j)} = \left( 1 + \exp(\text{sgn}(I_{(i,j)} - \eta \cdot mR_i)) \cdot \exp(E_{(i,j)} + G_{(i,j)}) \right)^{-1}
\]

(6)

Figure 5. An example of the result of global background suppression (GBS). (a) The original image; (b) the three candidate threshold values; and (c) the global background suppression result.
Here, \( \text{sgn} \) is the sign function, which is defined as follows:

\[
\text{sgn}(a) = \begin{cases} 
1, & a \geq 0 \\
-1, & \text{otherwise}
\end{cases}
\]  \( \text{(7)} \)

\( I(i,j) \), \( E(i,j) \), and \( G(i,j) \) represent the intensity value, local entropy value, and gradient value at position \((i,j)\), respectively. Figure 6 presents the result of the ATE algorithm. After this step, the target area and the background area have a clear distinction. To extract the target area from the processed image, clustering segmentation is an effective method that can be applied.

### 2.2.3. Histogram-Based Determination of the Optimal Number of Clusters

The performance of the next segmentation algorithm highly depends on the initial number of clusters. The automatic determination of the number of clusters is of great significance in cluster analysis. To solve this problem, we analyze the histogram distribution features in order to evaluate the different areas in the image, which will provide an approach to generate the optimal number of clusters.

The automatic number selection procedure has five steps.

1. Detect all local maxima, which means to find the peak heights \( H_k \) in the histogram.
2. Find the global maximum counts and set the height threshold \( th_3 \) as follows:

\[
th_3 = \frac{\max(H_k)}{4}
\]  \( \text{(8)} \)

3. Calculate the prominence values \( P_k \) from the candidate maxima. The prominence value is the minimum vertical distance that the signal must descend on either side of the peak before either climbing back to a level higher than the peak or reaching an endpoint. Set the prominence threshold \( th_4 = 75 \).

4. Calculate the distances \( W_k \) between the peaks. Set a distance threshold \( th_5 = 8 \), choose the tallest peak in the histogram, and ignore all peaks within the distance.

5. The peaks that are more than or equal to \( th_3 \), \( th_4 \), and \( th_5 \) are kept. Then, map the number of these peaks \( N_{pk} \) into the set \( \{ n, n+1 \} \) according to the following conditions:

\[
N = \begin{cases} 
n, & N_{pk} \leq 3 \\
n + 1, & \text{otherwise}
\end{cases}
\]  \( \text{(9)} \)

where \( N \) is the result of the optimal number of clusters for this image, and \( n = 3 \) in our work.

Figure 7 further explains the above steps. The blue triangles indicate the location of each peak. The orange lines that are vertical to the horizontal axis represent the height of each peak, and the green line that is vertical to the magenta horizontal line is the prominence value of each peak. If \( H_k > th_3 \), \( W_k > th_4 \), and \( P_k > th_5 \), this peak will remain (the red triangles in Figure 7), and otherwise it will be discarded (the blue triangles in Figure 7). From the observation of the processed images, we can see
that the images always contain water regions, chemical spill regions, and other regions. Sometimes, the difference between water background and target areas is so subtle that we need a more detailed division. Based on that, the suitable number of clusters is determined to be between 3 and 4. This step helps to improve the automation of our algorithm.

**Figure 7.** A diagram of the peak heights, prominence value, and distance value within the histogram.

### 2.2.4. Local Fuzzy Thresholding Segmentation

After the number of clusters is determined, a multiregion image segmentation algorithm, which is called the local fuzzy thresholding methodology (LFTM) and was proposed in [33], is applied to precisely segment a region of interest (ROI). Compared to common fuzzy-based approaches, this method will take advantage of the use of fuzzy membership degrees and the spatial relations, which helps to overcome noise-related problems, uneven illumination, and soft transitions between gray levels. In our work, the number of centroids refers to the number of clusters, which is determined in Section 2.2.3; the type of local information aggregation is the Median Max aggregation; and the local window size is $3 \times 3$. More details about this algorithm can be found in [33]. The LFTM processed result is an image with $L$ values, where $L$ is the number of regions. We then convert it to a binary result, and based on the threshold, it equals $L_1$.

Several segmentation examples before and after target enhancement are shown in Figure 8. It is obvious that the LFTM generally extracts the target from the background with frequent commissions. The GBS and ATE processed images can be correctly segmented by the LFTM, except for some omissions of the boundary parts and the inclusion of the highlighted parts.
2.3. Post-Segmentation Processing

The regions that are segmented by the above steps may contain small undetected holes and misclassified objects (Figure 8b). To remove these nontarget objects from the candidates, we conducted a post-segmentation process. First, we filled the holes within the connected components and calculated the area of each component. Areas that were smaller than 400 pixels were removed in order to reduce the small misclassified objects and noises. Second, we calculated the ratio of the width to the length \((w/l)\) of the candidates. For a spill target, the bounding box with the minimum area usually has a large \(w/l\). Considering special situations, such as the small \(w/l\) of a small spill caused by windy weather, we removed the candidates with \(w/l\)s less than 0.3 and areas below 800 pixels. Finally, if there was only one candidate left, we ended the process; otherwise, we calculated the textural feature of the candidates. The textural feature is the standard deviation of the gradient of the connected area boundary in the original image. Standard deviations above 55 were removed accordingly. This step further improved the segmentation accuracy.

3. Experimental Results and Discussion

3.1. Colorless Xylene Spill Image Acquisition

We acquired xylene spill images by performing an outdoor experiment to investigate xylene spills under clear sky conditions. The experiment was carried out at an artificial channel on the campus of Ocean College at Zhejiang University in Zhoushan, Zhejiang, China. The wind speed was 2–3 m/s. Xylene is one of the top 10 chemicals that is likely to pose the highest risk of being involved in an HNS incident, and it is a typical benzene series. The xylene that was used in our experiment was
produced by Aladdin, Shanghai. Approximately 30 mL of xylene was released into the channel each
time. A hand-held digital camera (a6000, Sony, Japan) equipped with an ultraviolet narrow bandpass
filter (365 nm) with an observation angle ~30 from the zenith and ~5 m away from the xylene spill
targets was used to capture the UV images under different scenarios, including shadows, waves,
and sun reflections. The camera has a 16–50 mm Sony lens, generates an 8-bit gray level image with a
resolution of 4000 × 4000, and covers a scope of approximately 6 × 6 m² in one shoot. The exposure
time is 1/50 s. The UV images were taken 30 s after all the xylene was dispensed, thus allowing enough
time for the liquid spills to stabilize. We conducted this experiment with full protection and cleaned
up all chemicals following Regulation on the Safety Management of Hazardous Chemicals [38].

The dataset (53 images) consists of a series of images containing chemical spill targets in different
background conditions. The proposed algorithm is implemented by MATLAB code, runs on the
Ubuntu 18.04 operating system with an Intel Core i5-4750 processor, 3.2 GHZ, and 16.00 GB RAM.

3.2. UV Image Processing Results

We applied the proposed approach to several UV images using the configuration of parameters
that was given in the above section. These values that were in Section 2 were optimized and tuned
according to the tested UV images with the goal of achieving satisfactory detection results. Figures 9–11
show several segmentation examples of the chemical spill.

In Figure 9, the spill target in the original UV image looks like a small bright spot with a vaguely
visible outline while the top of the water background is covered by shadows, and the low part has
a similar gray value to the target area. Figure 9b shows the result after the preprocessing with the
decreased resolution. Figure 9c,d are the results of the GBS and ATE, respectively. The optimal
number of clusters was automatically set to 4 by analyzing the histogram information of Figure 9d.
Figure 9e shows the segmentation results after the LFTM (cluster number = 4). Figure 9f shows the
final segmented spill target after postprocessing. It is obvious that GBS and ATE do suppress the
background interference and enhance the target area. The LFTM helps us to segment candidate target
regions from the processed images. Then, with the evaluation of the LFTM-proposed candidates,
we finally distinguished the correct spill target from the background.

![Figure 9](image-url)

**Figure 9.** Segmentation result of a small target with shadows. (a) The original image (4000 × 4000);
(b) the preprocessed image (500 × 500); (c) the result using GBS; (d) the result using ATE; (e) the
segmentation result with LFTM; and (f) the final segmentation result.
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Figure 10. Segmentation result of a target with low contrast and waves. (a) The original image; (b) the preprocessed image; (c) the result using GBS; (d) the result using ATE; (e) the segmentation result with LFTM; and (f) the final segmentation result.

Figure 11. Segmentation result of a target uneven illumination. (a) The original image; (b) the preprocessed image; (c) the result using GBS; (d) the result using ATE; (e) the segmentation result with LFTM; and (f) the final segmentation result.

Figure 10 illustrates the full segmentation process of a UV image with strong waves where the spill target is surrounded by a rough water surface. The waves critically interfere with the segmentation of the spill targets. An original image is presented in Figure 10a. The reflections formed by the waves are randomly scattered in the image. Figure 10b is the result after preprocessing. The background suppression and target enhancement processing results are shown in Figure 10c,d. The optimal number of clusters is set using the proposed method. The segmentation results after the LFTM are presented in Figure 10e. The result of the target classification without the other interference, such as sun reflections, is shown in Figure 10f. It is shown that the main target has been accurately identified, but the details of the boundary cannot be successfully segmented because of their weak feature. Chemical on water
surface has a thin and heterogeneous liquid film, which when interacting with the wave, breaks the edge of spill to many fractal edge structures, as emphasized in left-down part of Figure 10d. Along with uneven illumination, the edge and spill area shows heterogeneous contrast to water, which caused pixel misclassification, as shown in Figure 10e. Small areas were abandoned by postprocessing to remain the integrity of segmented area. This would be the reason that the area in Figure 10f is smaller than the true spill area.

Figure 11 shows the processing sequence that was applied to a UV image under uneven illumination with water ripples and shrub branches. In Figure 11a, we can see that the spill target is in the right middle of the image and is surrounded by a bright background. Figure 11b is the result after preprocessing. After GBS and ATE are applied, the difference between the target region and the surrounding environment becomes detectable, as shown in Figure 11c,d. After cluster number analysis, it is reasonable to divide the picture into four clusters, i.e., cluster number is set to 4. The LFTM segmentation result is shown in Figure 11e. The post-segmentation processing discards the background noise and selects the right target. The final segmentation result is demonstrated in Figure 11f. The shape of the right edge corresponds with the edge of the shadow at the right side of the spill. This may be the reason that these pixels were misclassified.

Our aim is to segment the spill target from the UV image. The above three examples verify that our proposed algorithm is effective and robust under different scenarios, such as low contrast, wave reflections, and uneven illumination. According to the gray intensity feature, the edge gradient information feature, the local information entropy feature, and the spatial distribution feature of the chemical spill area, this method helps us to deal with the segmentation tasks in different backgrounds and to achieve promising results.

3.3. Comparison with Other Methods

To verify the performance of our method, we compare it with other five segmentation approaches: Otsu (Otsu) [27], maximum entropy (Max entropy) [28], the Chan–Vese active contour model (CV model) [39], and two LFTMs [33]. The parameters of each method are tuned through multiple experiments in order to get reasonable results. To better objectively evaluate all these methods, quantitative evaluations are performed using four measurements: the Accuracy (AC), Precision (PR), Recall (RE), and F1 score (F1). The metrics are defined as follows:

\[
AC = \frac{TP + TN}{TN + TP + FN + FP} \quad (10)
\]

\[
PR = \frac{TP}{TP + FP} \quad (11)
\]

\[
RE = \frac{TP}{TP + FN} \quad (12)
\]

\[
F1 = \frac{2PR \times RE}{PR + RE} \quad (13)
\]

where True Positives (TP) are the number of pixels that are correctly detected as target pixels, False Negatives (FN) are the number of pixels that are incorrectly classified as background pixels, True Negatives (TN) are the number of pixels that are correctly recognized as background pixels, and False Positives (FP) are the number of pixels that are incorrectly classified as target pixels. AC is the ratio of misclassified pixels to all pixels. PR is the ratio of the correctly detected target pixels to the total number of target pixels in the image. RE measures the ratio of the correctly detected target pixels to the total pixels of target region in the image. F1 is the harmonic average of the PR and RE.

The segmentation results of different methods are presented in Figure 12. Otsu and Max entropies are fully automatic methods without parameter setting. Original LFTM needs to be set with the initial number of clusters, which are set to 3 and 4 here, respectively. CV model needs to set the iteration times and initial state of the active contour, which set to 500 and a bounding box with (xmin: 100, ymin:
Our proposed method yields more satisfactory results than the other methods. Since there is no standard reference for our own dataset, we have to manually label the target from the test image. The ground-truth (Figure 12h) is segmented manually including all the pixels belonging to the region that is considered as a true xylene spill.

As shown in Figure 12, a large number of background pixels are classified as targets by the Otsu, Max entropy, and CV models, thereby resulting in high FPs. The LFTM avoids part of the misclassification and acquires a moderate FP. The above methods sacrifice accuracy in order to achieve a high recall. Our method correctly finds the majority of the targets with an extremely low FP, which indicates that our algorithm balances the accuracy and recall.

The average quantitative evaluation measures (AC, PR, RE, and F1) of all the segmented images by each method are obtained by comparing the automatic segmentation results (Figure 12b–g) with the ground-truth. The results along with average time are listed in Table 1 to evaluate the performance of each method. In Table 1, it is obvious that our algorithm achieves the highest accuracy (AC), precision (PR), and F1 score, and a relatively high recall (RE). The comparison results show that our method has its strengths in finding "real" targets (higher accuracy and precision values) and limitations in its detection sensitivity (relatively lower recall values). With respect to the on-site detection of floating HNS spills, a large number of false positives will waste emergency rescue resources. Both the qualitative (Figure 12) and quantitative (Table 1) analyses indicate that our method achieves superior performance to other methods. Especially by comparing the result between our method and the LFTM, the GBS and ATE that are proposed in this paper make great contributions in discriminating spill
targets from background through image features including the intensity, entropy, and gradient features. In addition, the post-segmentation process also helps to remove nontarget pixels.

### Table 1. Quantitative comparison results of the different segmentation methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>AC</th>
<th>PR</th>
<th>RE</th>
<th>F1</th>
<th>Average Time(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Otsu</td>
<td>0.5493</td>
<td>0.2214</td>
<td>0.9957</td>
<td>0.3401</td>
<td>0.0044</td>
</tr>
<tr>
<td>Max entropy</td>
<td>0.5879</td>
<td>0.2546</td>
<td>0.9736</td>
<td>0.3713</td>
<td>0.0073</td>
</tr>
<tr>
<td>LFTM with $N_{\text{cluster}} = 3$</td>
<td>0.8240</td>
<td>0.4624</td>
<td>0.9681</td>
<td>0.5700</td>
<td>0.9381</td>
</tr>
<tr>
<td>LFTM with $N_{\text{cluster}} = 4$</td>
<td>0.9203</td>
<td>0.6700</td>
<td>0.9098</td>
<td>0.7226</td>
<td>1.8395</td>
</tr>
<tr>
<td>CV model</td>
<td>0.5826</td>
<td>0.2408</td>
<td>0.9952</td>
<td>0.3585</td>
<td>7.5594</td>
</tr>
<tr>
<td>Our method</td>
<td>0.9679</td>
<td>0.9497</td>
<td>0.8112</td>
<td>0.8614</td>
<td>1.6609</td>
</tr>
</tbody>
</table>

The bold text shows the best result for each column.

The computational time of our method for one image is 1.6609 s, a little longer than 0.9381 s using LFTM with $N_{\text{cluster}} = 3$, while less than 1.8395 s using LFTM with $N_{\text{cluster}} = 4$. It is indicated that computational time increases with the increase of the number of clusters of LFTM. The overall precision of our method is better than other methods and original LFTM. Although our method is slower than the Otsu and max entropy, the computational time is still about 1.5 s on average, and the precision is much better. Hence, our method is suitable for the chemical spill area detection.

After segmentation by the above method, each pixel can be classified. These classified pixels can be used for target information statistics. Applying this method to high-precision remote sensing images acquired by UAV, combined with the flight data, we can calculate the spill area and support emergency strategy for spill incident.

#### 3.4. The Effect of Parameter Setting

We also tested various parameter settings to assess the segmentation stability of the proposed method. As mentioned above, there are 7 parameters ($\text{const}_{\text{th}}, \text{th}_1, \eta_2, \text{th}_3, \text{th}_4, \text{th}_5, \text{texture}_{\text{std}}$) in our method, while area and $w/l$ are geometric features of candidate images. We adjusted each parameter and compared the results with ground truth to calculate the F1 scores. The average results are shown in Table 2, where the proposed method obtains a minimum F1 score of 0.8394, which implies that the workflow performs consistently well for a variety of parameters setting.

### Table 2. The result of different parameters setting.

<table>
<thead>
<tr>
<th>Process</th>
<th>Parameter</th>
<th>Variation Settings a</th>
<th>F1 Score Result (Mean/SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GBS</td>
<td>const_{th}</td>
<td>90, 100, 110, 120, 130, 140, 150</td>
<td>0.8478/0.0172</td>
</tr>
<tr>
<td>ATE</td>
<td>$\text{th}_1$</td>
<td>5, 10, 15, 20, 25, 30, 35</td>
<td>0.8601/0.0051</td>
</tr>
<tr>
<td></td>
<td>$\text{th}_2$</td>
<td>(0.45, 0.55, 0.65, 0.75, 0.85) x max(E)</td>
<td>0.8481/0.00841</td>
</tr>
<tr>
<td></td>
<td>$\eta_2$</td>
<td>0.4, 0.6, 0.8, 0.9</td>
<td>0.8523/0.0079</td>
</tr>
<tr>
<td>Automatic select clusters</td>
<td>$\text{th}_4$</td>
<td>55, 65, 75, 85, 95</td>
<td>0.8613/0.0025</td>
</tr>
<tr>
<td></td>
<td>$\text{th}_5$</td>
<td>4, 5, 16, 32</td>
<td>0.8394/0.0214</td>
</tr>
<tr>
<td>Post-segmentation processing</td>
<td>area</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>$w/l$</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>texture_{std}</td>
<td>45, 55, 65, 75, 85</td>
<td>0.8404/0.0390</td>
</tr>
</tbody>
</table>

a the bold font in variation settings column are the selected parameters in manuscript.

#### 3.5. Performance on UV Images Containing Interferents

It is necessary to study the influence of interferents on the approach. We captured 20 UV images with tissue paper and kelp by the camera described in Section 3.1 and applied our method on these images. AC, PR, RE, and F1 of 0.9686, 0.8891, 0.6812, and 0.7578, respectively, were obtained for our
method. Examples of segmentation results are shown in Figure 13. When the interferent is small, e.g., the tissue paper or its gray value is low in the UV band, the proposed method can recognize the true target. Our method gets F1 score of 0.7575, which is better than 0.2917 when using original LFTM with $N_{\text{cluster}} = 3$, and 0.3704 when using original LFTM with $N_{\text{cluster}} = 4$, while indicator of RE is slightly lower than the other two methods. The edge of some targets is blurred due to the fast movement of chemical spill. This could cause error in the step of ATE resulting in relatively lower RE and F1 scores.

![Segmentation result of UV images containing interferents. (a) Original UV images and (b) results using our method.](image)

As discussed above, our method is suitable for the spill segmentation in UV images with interferent. We believe that with improvement based on a large and elaborated dataset, our method will be more applicable for the segmentation in remote sensing detection of chemical spill.

4. Conclusions

In this paper, we present an effective and robust method for automatically extracting xylene spill target from UV images. We proposed an advanced LFTM, which determines cluster numbers automatically and adaptively based on histogram analysis, as the performance of clustering-based segmentation methods highly relies on the selection of the number of clusters. Combining gray value, gradient value, and entropy value, we designed an ATE incorporated by GBS, by which unapparent spill target regions become detectable in UV images with waves, sun reflections, low contrast, and uneven illumination, and hence improve the segmentation precision using LFTM. The whole workflow in this paper should be seen as a basic frame rather than a closed algorithm, and each step can be displaced or replaced by equivalent operations. Due to the use of GBS and ATE, our method loses some local image details which leads to room for improvement in the recall of our method. This is one of our next research focuses.

Parameters ($\text{const}_{\text{th}}, \ th_1, \ \eta_2, \ th_3, \ th_4, \ th_5, \ \text{texture}_{\text{std}}$) and target selection thresholds are experimentally determined and optimized. The proposed method demonstrated its promising detecting capability on UV images with waves, sun reflections, low contrast, and uneven illumination. The overall detecting precision (indicator of F1) of the proposed algorithm is better than the method using original LFTM and other thresholding methods such as Ostu, max entropy, and CV model. Results on current database show a trend of mild increase in computational complexity, along with the increase of accuracy. We also applied our method on UV images with interferents, e.g., tissue paper and kelp. The result demonstrates that our method is suitable for the segmentation of images with look-alike objects.
To develop the method, increase in the size of the dataset may be helpful on robustness, parameter optimization, and reduction of computational complexity. In the future, more images of large-scale chemical spills captured by moving platforms, e.g., UAVs will be collected to improve our algorithms for in situ remote sensing detection.
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