An Adaptive Framework for Multi-Vehicle Ground Speed Estimation in Airborne Videos
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Abstract: With the rapid development of unmanned aerial vehicles (UAVs), UAV-based intelligent airborne surveillance systems represented by real-time ground vehicle speed estimation have attracted wide attention from researchers. However, there are still many challenges in extracting speed information from UAV videos, including the dynamic moving background, small target size, complicated environment, and diverse scenes. In this paper, we propose a novel adaptive framework for multi-vehicle ground speed estimation in airborne videos. Firstly, we build a traffic dataset based on UAV. Then, we use the deep learning detection algorithm to detect the vehicle in the UAV field of view and obtain the trajectory in the image through the tracking-by-detection algorithm. Thereafter, we present a motion compensation method based on homography. This method obtains matching feature points by an optical flow method and eliminates the influence of the detected target to accurately calculate the homography matrix to determine the real motion trajectory in the current frame. Finally, vehicle speed is estimated based on the mapping relationship between the pixel distance and the actual distance. The method regards the actual size of the car as prior information and adaptively recovers the pixel scale by estimating the vehicle size in the image; it then calculates the vehicle speed. In order to evaluate the performance of the proposed system, we carry out a large number of experiments on the AirSim Simulation platform as well as real UAV aerial surveillance experiments. Through quantitative and qualitative analysis of the simulation results and real experiments, we verify that the proposed system has a unique ability to detect, track, and estimate the speed of ground vehicles simultaneously even with a single downward-looking camera. Additionally, the system can obtain effective and accurate speed estimation results, even in various complex scenes.

Keywords: ground vehicle speed estimation; intelligent airborne video surveillance; unmanned aerial vehicle; object detection and tracking; motion compensation

1. Introduction

With the popularization of cars, the number of vehicles, as well as the traffic pressure, have rapidly increased. Therefore, improving traffic conditions has become an important issue for traffic management in various countries, and the intelligent transportation system (ITS) has been rapidly developed [1]. Vehicle ground speed estimation is one fundamental and important part of the intelligent transportation system, which is critical to improving the efficiency and safety of roadway
transportation [2]. Moreover, it has many applications in many fields, such as the autonomous landing of UAVs [3], social anti-terrorism, and public security protection.

The existing vehicle speed estimation system includes buried induction loop technology [4], radar technology [5], ultrasonic technology [6,7], laser technology [8], video-based technology [2], and so on [9-11]. Among these, geomagnetic coil technology is widely used, but these technologies require extensive installation and maintenance of equipment and the use of professional knowledge for configuration and calibration. Microwave radar and laser meters avoid these problems, but the equipment they need is usually more expensive and requires frequent maintenance. Ultrasonic technology uses reflection characteristics for speed measurement at a lower cost. However, the measurement reaction time is long, and the effective distance is small. In contrast, video-based technology does not require complex and expensive hardware, is easy to install and maintain, and has a large monitoring range. It is a low-cost, information-rich method. Moreover, owing to the development and maturity of video processing technology, this approach has grown rapidly.

During recent decades, various vehicle ground speed estimation methods based on vision have been proposed. At present, there are two main methods used at home and abroad [12], as follows: (1) The speed estimation method based on the virtual loop [13,14]: The method is similar to the induction coil speed estimation method, the advantage of this method is the shortened processing time. However, this method obtains the average speed of the vehicle within the virtual loop. Furthermore, it cannot measure a wide range of vehicle speeds, therefore wasting image resources. In addition, the method can only detect the speed of a vehicle in one lane at a time and cannot detect the speed when two or more vehicles pass at the same time. (2) The method based on vehicle tracking [15,16]: As the vehicle is moving, its position in the image captured by the camera will change continuously. In this method, a series of positions of the vehicle in the video sequence can be obtained by computer vision tracking technology. Then, the time intervals between corresponding frames are used to calculate the vehicle’s speed. This method can obtain the speeds of all vehicles in the field of view with high measurement accuracy, and the appearance and current location of a vehicle can be obtained. With the development of computer vision technology in recent years, this method is becoming more and more popular in intelligent monitoring systems.

Most video-based speed estimation systems are based on fixed cameras [17]. These cameras are usually placed in specific locations such as intersections to monitor coverage. For example, in [18], researchers presented a vehicle speed estimation algorithm for video surveillance. The method acquires the positional change of the vehicle on the image by the moving target detection and tracking technique, and then restores the vehicle position change in the real world by using the calibration of the fixed camera to realize the speed measurement. A very interesting project is mentioned in [19], which is a novel two-camera-based vehicle speed detection system. It estimates the speed of a vehicle using pairs of distance measurements obtained from two cameras and demonstrates that there is a specific geometry between the cameras to minimize the speed error. This fixed camera-based surveillance system has a limited monitoring range and may not be cost effective, because a large number of these devices are required for a single road segment.

With the rapid development of UAVs in recent years [20], a method of traffic data acquisition using UAVs equipped with cameras has gradually emerged. UAV is a cost-effective and flexible platform, which can realize large-scale monitoring at high altitudes and accurate small-scale monitoring at low altitudes by freely adjusting different flight altitudes. Moreover, it can be used to monitor continuous areas by moving and can also hover over specific road sections. In addition, the use and maintenance of UAVs are convenient, and it can provide rapid assessment and reconnaissance of the accident site as an emergency response. For the aforementioned reasons, UAV-based intelligent monitoring systems have attracted more and more attention [21], and the vehicle speed estimation technology in airborne videos has gradually developed. For instance, Yamazaki et al. [22] suggested deriving the velocity of cars by exploiting their shadows. This work explored the use of a set of invariant features (i.e., SIFT features) to locate the vehicles and to estimate their speeds in two successive aerial images. Similarly,
Moranduzzo et al. [23] developed an approach for vehicle speed estimation by finding correspondence between scale-invariant feature transform (SIFT) features across video frames.

Ke et al. [24] presented a method to estimate the average speed of traffic streams from aerial UAV footage. The method extracts and tracks interest points with the Kanade–Lucas algorithm and the motion vectors of optical flow are used to cluster the interest points in the velocity space to determine the average speed of traffic flow. Bruin et al. [25] proposed an autonomous drone-based traffic flow estimation system. The system first creates and saves road profiles that can store all location-specific information. Then, the displacement (distance) of the vehicles between consecutive frames is obtained to determine the velocity of passing vehicles. Guido et al. [26] presented a methodology used to extract data from a traffic stream through UAV application. This method first obtains a set of location GPS points using a desktop GIS. These points can improve the quality of the georeferencing process of the frames acquired by UAV and allow the mapping of video pixels to resolve the association of every pixel to real-world coordinates. Then, a series of vehicle trajectories are obtained by the target tracking algorithm, and the vehicle’s velocity is calculated from the space–time diagrams of the target vehicle.

However, there are still many difficulties in vehicle speed estimation in airborne videos [27], as shown in Figure 1. First, there are vibration and blur in the images acquired by UAVs, and the airborne video environment is complex, as shown in Figure 1d. There are vegetation, road facilities, buildings, roadside landscape trees, water bodies, non-motor vehicles, and pedestrians, which will increase the difficulty of subsequent image processing. Second, vehicle speed estimation in airborne videos is difficult due to the dynamic background in the image caused by UAV motion [28]. Moreover, there can be many vehicles in a scene and their sizes are small, as shown in Figure 1c, so it is very difficult to locate the target accurately [29]. Third, when calculating the vehicle speed, it is necessary to recover the pixel scale to obtain the true displacement. However, the mapping relationship between the pixels and the actual distance varies with the change of flight altitude. Many methods recover the pixel scale by setting reference marks or ground control points [24,25,30], or by determining the flying height and camera internal parameters [23]. This process is complicated and consumes a lot of time and effort, which makes the system inconvenient to use. Finally, vehicle speed estimation system from airborne videos requires fast algorithm processing, which can be achieved with real-time processing.

To address the above problems, this paper presents a novel adaptive framework for multi-vehicle ground speed estimation in airborne videos. This framework takes the actual size of a car as the prior information and has a unique ability to detect, track, and estimate the speed of ground vehicle simultaneously. Moreover, the framework can obtain effective and robust vehicle speed estimation results in various complex environments without using auxiliary equipment such as GPS. Vehicle speed estimation results for different scenarios are shown in Figure 1. The main contributions of this work are as follows:

- First, we built a traffic training dataset for vehicle detection in airborne videos, including aerial images which were captured by the UAV, and images of the public traffic dataset (UA-DETRAC). We used this training dataset to generate a neural network model and used the deep learning method to improve the vehicle detection rate in aerial video. Moreover, we established a test dataset for system performance evaluation, which consisted of five aerial scenarios, each with more than 5000 images. Then, we obtained a series of positions for each vehicle in the image through the tracking-by-detection algorithm.

- Second, we formed an adaptive framework for multi-vehicle ground speed estimation in airborne videos. In this framework, based on the detection and tracking results, we first eliminated the influence of the detected target and utilized the motion compensation method based on homography to obtain the vehicle trajectories in the current frame and the real pixel displacements. Then, we designed a mapping relationship between the pixel distance and the actual distance to estimate the real displacements and motion speeds of the vehicles. This used the actual size of the car as the prior information and realized the adaptive recovery of the pixel scale at the current time by estimating the vehicle size in the image.
Finally, we built an adaptive vehicle speed estimation system for airborne video in simulations and in a real environment. The structure of the real system is very simple. It consists of a UAV DJI-MATRICE 100, a Point Grey monocular camera, and a computer. To prove the effectiveness and robustness of the system, we first conducted a large number of simulation experiments on the AirSim platform. The quantitative analysis results were used to verify that the system has a high-speed measurement accuracy. Then, we carried out experiments in real environments, showing that the proposed system has a unique ability to detect, track, and estimate the speed of ground vehicles simultaneously. Moreover, the quantitative experimental results and analysis proved that the system could quickly obtain effective and robust speed estimation results without using auxiliary equipment such as GPS in various complex environments.

Figure 1. Vehicle speed estimation results of our system in different scenarios. Among them, scene (a) is a highway, scene (b) is an intersection, scene (c) is a road, and scene (d) is a parking lot entrance. The backgrounds of these scenes are complex, the number of vehicles is large, and the size is small, which makes vehicle speed estimation difficult.

2. The Proposed Method

The framework of the proposed adaptive vehicle speed estimation system for airborne videos is illustrated in Figure 2. It can be segmented into three separate parts, which are described in the sub-sections below. The first part is vehicle detection and tracking, which includes the deep learning detection algorithm YOLOv3 [31] and the tracking-by-detection method. In this part, a series of positions of vehicles in the image can be obtained. The second part is the motion compensation of the trajectory. In this part, the dense optical flow method accelerated by GPU is first utilized to obtain effective matching points. On this basis, we can calculate the homography matrix more accurately, and the real trajectory is estimated by the homography in the current frame. In the third part, a mapping relationship is designed between the pixel distance and the actual distance to estimate the real displacements and motion speed of the vehicles. Specifically, the actual size of the car is taken as the prior information, and the diagonal lengths of cars in the image are used to design a mapping relationship, which determines the mapping ratio by estimating the diagonal pixel length of each car in the current frame. Meanwhile, a Gaussian model is established by using the diagonal lengths of
cars in the image and is constantly updated over time, and the mean of the model is the cars’ average diagonal length. Then, the real moving distance is recovered, and the vehicle speed is calculated.

Figure 2. An overview of the proposed multi-vehicle ground speed estimation system in airborne videos. The hardware structure of the system is very simple. It is composed of a UAV DJI-MATRICE 100, a Point Grey monocular camera, and a computer, and it transmits data using wireless technology. The vehicle speed estimation algorithm mainly consists of three parts: multi-vehicle detection and tracking, motion compensation, and adaptive vehicle speed calculation.

2.1. Vehicle Detection And Tracking

In order to obtain the displacement of the vehicle over a period of time, we first used the detection algorithm and tracking algorithm to obtain a series of positions of the target in the image, as shown in the first part of Figure 2. In this section, we focus on the deep learning detection algorithm and the tracking-by-detection algorithm, the vehicle detection, and tracking are shown in Figure 3.

Because of the high position of UAV, the airborne video has a wide field of view, and there is no target occlusion problem. However, the target in the image is small, the background in the scene is complex, and the motion blurring will be caused by the vibration of the UAV, which brings new problems for target detection. Currently, there are many popular target detection algorithms, such as background modeling methods like the visual background extractor (ViBe) [32], stereo vision methods [33], and deep learning methods like YOLOv3 [31]. In the system, we used YOLOv3 [31] to
obtain an accurate detection bounding box of the vehicle in the image. It is noted that the network model provided by the YOLOv3 official website can detect the vehicle, but it is not good for the detection of small-sized vehicles captured by multiple angles in the airborne video. Therefore, we built a traffic training dataset Train_TrafficData to train the YOLOv3 network model. This dataset contained 13,900 images, including our own traffic dataset based on UAV and a public dataset (UA-DETRAC). Moreover, we used the LabelImg tool [34] to label vehicles in these images to train the network model.

YOLOv3 [31] is a good detector, which outperforms some state-of-the-art methods like faster regions with convolutional neural networks (RCNN) with ResNet [35] and single shot multibox detector (SSD) [36], while still running significantly faster. This method solves object detection as a regression problem. The output from the input of the original image to the position and category of the object is done based on a single end-to-end network. More specifically, the first step is to calculate the feature map of the image. As can be seen from the first part of Figure 2, the system extracts features from three different scales using a similar concept to feature pyramid networks, which helps to detect small objects better. The second step is to predict the suggestion box. Based on the feature map, the system predicts bounding boxes using dimension clusters as anchor boxes. The network predicts four coordinates and the level of confidence for each bounding box, \( t_x, t_y, t_w, t_h \). If the cell is offset from the top left corner of the image by \((c_x, c_y)\) and the bounding box prior has a width and height of \( p_w \) and \( p_h \), then the predicted bounding box corresponds to

\[
\begin{align*}
   b_x &= \sigma(t_x) + c_x \\
b_y &= \sigma(t_y) + c_y \\
b_w &= p_w e^{w} \\
b_h &= p_h e^{h} 
\end{align*}
\]

where \((b_x, b_y)\) represents the coordinates of the upper left corner of the predicted bounding box, and \( b_w \) and \( b_h \) represent the width and height of the bounding box. In this way, a series of bounding boxes are obtained. In addition, YOLOv3 predicts an objectness score for each bounding box using logistic regression and only assigns one bounding box prior for each ground truth object. In the third step, each box predicts the classes by using independent logistic classifiers. Then, non-maximum suppression (NMS) [37] is used to select the final detection \( \{ x, y, w, h \} \) from multiple overlapping candidate proposals, \( x, y \) represents the coordinates of the upper left corner of the detection bounding box, and \( w \) and \( h \) represent the width and height of the bounding box. By using the large-scale airborne video data training detection model, this target detection algorithm has good detection performance for small target vehicles from airborne videos in many complex environments. From the detection results in Figure 3, we can see that even if the background of the surveillance scene is complex, the number of targets is large and their sizes are small, we can still get great detection results.

After that, the system uses the tracking-by-detection method [38–41] to track the target and get a series of vehicles positions in the image sequence. In order to associate the targets with the trajectories correctly, the position information of the detection bounding box used is the similarity is measured with the Kalman filter [42] and IOU calculation to achieve target tracking; the tracking process is shown in Figure 3. This method assumes that the state of the detection target \( T_i \) is \( S_i = \{ x, y, w, h \} \), which is the position of its bounding box. The bounding box predicted by the Kalman filtering method is used as the state of the trajectory \( T_j \), and the state is represented as \( S'_j = \{ x', y', w', h' \} \). We assume that there are \( M \) detection targets and \( N \) trajectories in Frame \( t \). Then, the state set of detection targets is \( S^{(t)} = \{ S_1^{(t)}, ..., S_M^{(t)} \} \), and the state set of trajectories is \( S'^{(t)} = \{ S'_1^{(t)}, ..., S'_N^{(t)} \} \). Then, the IOU values of the detection boxes are calculated in \( S^{(t)} \) and \( S'^{(t)} \) to generate the data association matrix in Frame \( t \). The formula for calculating the IOU value \( IOU_{ij}^{(t)} \) of the target \( T_i^{(t)} \) and trajectory \( T_j^{(t)} \) is
\[ \text{IOU}_{ij}^{(t)} = \frac{(\text{area}(S_i^{(t)} \cap S_j^{(t)}))}{(\text{area}(S_i^{(t)} \cup S_j^{(t)}))}. \]  

Figure 3. Vehicle detection and tracking in a complex scene. In this scenario, there are lots of small-sized vehicles and complicated backgrounds. The system can achieve good detection results through using the YOLOv3 algorithm, and effective and robust target tracking can be realized by using the Kalman filter and intersection over union (IOU) calculation.

In the formula, \( \text{area}(S_i^{(t)} \cap S_j^{(t)}) \) represents the area of the intersection of bounding boxes \( S_i^{(t)} \) and \( S_j^{(t)} \), and \( \text{area}(S_i^{(t)} \cup S_j^{(t)}) \) represents the area of the union of bounding boxes \( S_i^{(t)} \) and \( S_j^{(t)} \). Then, \( NIOU(i,j) = 1 - \text{IOU}_{ij}^{(t)} \), and the data association matrix is given by

\[
D^{(t)} = \begin{bmatrix}
NIOU(1,1) & NIOU(1,2) & \cdots & NIOU(1,N) \\
NIOU(2,1) & NIOU(2,2) & \cdots & NIOU(2,N) \\
\vdots & \vdots & \ddots & \vdots \\
NIOU(M,1) & NIOU(M,2) & \cdots & NIOU(M,N)
\end{bmatrix},
\]

(3)

Thereafter, the Hungarian algorithm is adopted to solve the assignment problem between detected targets and trajectories. When target \( T_i^{(t)} \) and trajectory \( T_j^{(t)} \) match each other, we need to judge whether the value of \( \text{IOU}_{ij}^{(t)} \) is greater than the threshold \( TH \). If \( \text{IOU}_{ij}^{(t)} > TH \), we think that target \( T_i^{(t)} \) is associated with the trajectory \( T_j^{(t)} \) and update the trajectory state. Otherwise, they are not related and a new target appears. In this system, \( TH = 0.5 \). This tracking algorithm only uses the position information of the detection bounding box to achieve fast target tracking and obtain effective and robust tracking results.

2.2. Motion Compensation of the Vehicle Trajectory

After using the above vehicle detection and tracking algorithm, a series of vehicle positions in the image can be obtained. In a UAV surveillance system, the onboard camera moves with the UAV. Therefore, both the background and the targets in the video are moving, and the pixel displacement cannot be estimated directly by the position change of the target in the image. In this part, we introduce a motion compensation method based on homography to adjust the position of the vehicle, so as to eliminate the background motion caused by camera movement and ensure the consistency of the
target’s spatial coordinates in successive frames. Motion compensation is shown in the second part of Figure 2.

It is assumed that \( I_t \) and \( I_{t+1} \) are the images of Frame \( t \) and Frame \( t+1 \) in the airborne video. In the system, the background motion is estimated by calculating the homography matrix between \( I_t \) and \( I_{t+1} \), which requires the preprocessing step of background feature point matching. From the image sequence in Figure 4, it can be seen that there is less road texture in the background of the image. Therefore, the commonly used feature extraction and matching algorithms may extract very few feature points on the highway, resulting in inaccurate motion estimation of the background. In our system, the GPU-accelerated Gunnar Farneback algorithm [43] is adopted to extract image matching points. The Gunnar Farneback algorithm approximates each pixel in two frames by polynomial expansion transform and then deduces the displacement field from the polynomial expansion coefficient by observing how a polynomial is accurately transformed under the translation, thus forming a dense optical flow field. This process does not depend entirely on the texture characteristics of the image. Through this dense optical flow field, the matching points of all pixels in the image can be obtained, and pixel-level image registration can be performed, even on textureless backgrounds. It should be noted that not all matching point pairs are used, but some matching points on the rows and columns of the image are evenly sampled to calculate the homography matrix.

![Image of Figure 4](image)

**Figure 4.** Motion compensation of the vehicle trajectory. The method firstly utilizes the dense optical flow method to obtain the image matching points and eliminates the foreground matching points by means of the detection result to more accurately calculate the homography matrix \( H \). Then, the trajectories of the previous frame are subjected to a homography transformation to get trajectories \( T_j^{t+1} \) in the current frame.

Furthermore, in order to estimate background motion more accurately, the vehicle detection result is used as the mask to eliminate the influence of the target pixel. Then, the effective optical flow is obtained with the RANSAC method. The MASK and effective optical flow are shown in Figure 4. It is assumed that there are \( m \) pairs of matching points between \( I_t \) and \( I_{t+1} \), and \( m \gg 4 \). Then, the elements of the homography matrix \( H \) of the two images \( I_t \) and \( I_{t+1} \) used for the motion compensation are derived from the following formula:

\[
\begin{pmatrix}
u' \\
v
\end{pmatrix} = H \cdot \begin{pmatrix}u \\ v \\ 1\end{pmatrix} = \begin{pmatrix}H_{11} & H_{12} & H_{13} \\ H_{21} & H_{22} & H_{23} \\ H_{31} & H_{32} & 1\end{pmatrix} \cdot \begin{pmatrix}u \\ v \\ 1\end{pmatrix}
\]

(4)

Pixel \((u, v)\) and Pixel \((u', v')\) are an arbitrary pair of background matching points for images \( I_t \) and \( I_{t+1} \), where \( H_{11}, H_{21}, H_{12}, \) and \( H_{22} \) represent the scaling and rotation factors, \( H_{13} \) and \( H_{23} \)
represent the translation factors, and \( H_{31} \) and \( H_{32} \) are the transformation factors. There are \( m \) pairs of matching points. In order to solve \( H \), the overdetermined equation is formed and the results are obtained by the least-squares method. To verify the accuracy of this matrix \( H \), \( H \) is used to perform motion compensation on the previous frame and recalculate the optical flow. The compensated optical flow is shown in Figure 4. We can see that after the motion compensation, the background motion is eliminated, and there is only the motion of the foreground target. On this basis, we use \( H \) to map the trajectory of the vehicle in Frame \( t \) to Frame \( t+1 \). For motion compensation of the vehicle trajectory, we only focus on the center of the detected target. We define \( p_i \) as the center of the detected target \( T_i^{(t)} \) in the image \( I_t \), and \( p'_i = (u'_i, v'_i) \) represents the mapping of pixel \( p_i \) to the image \( I_{t+1} \). The mapping equation is similar to formula (4).

The last step of the system is the speed estimation of each vehicle in the current frame \( t+1 \), as shown in the third part of Figure 2. In this section, we showcase an adaptive speed estimation algorithm based on the mapping relationship between the pixel distance and the actual distance. According to the real trajectory of the target in the current frame, this method can calculate the pixel displacement of the vehicle in a period of time and then estimate the real displacement and the instantaneous speed by determining the mapping relationship in Frame \( t+1 \). The flow of this algorithm is shown in Algorithm 1.

**Calculation of vehicle pixel displacement**: When calculating the vehicle speed of the current frame \( t+1 \), we do not only count the pixel displacement of the target in the adjacent frame, but estimate the speed by calculating the total displacement of the previous \( Q \) frame. This means that the time difference of the pixel displacement is \( \Delta t = Q \cdot Fps \), and \( Fps \) indicates the time interval between two adjacent frames. In the system, \( Q \) is set to 16. We know that the trajectory of the target \( T_i \) in Frame \( t+1 \) is \( T_i^{(t+1)} = \{p'_i - M, ..., p'_t, p'_{t+1}\} \). Then, the Euclidean distance is used to determine the pixel displacement \( D_{i}^{(t+1)} \) of the target \( T_i \) from Frame \( t + Q - 2 \) to Frame \( t + 1 \). If the length of the trajectory is less than \( Q \), the target is considered to have just appeared, the pixel displacement is not calculated, and the velocity is initialized to 0. The calculation formula is given by

\[
Ed(p'_{t+1} - p'_i) = \sqrt{(u'_t - u_{t+1})^2 + (v'_t - v_{t+1})^2}
\]

\[
D_{i}^{(t+1)} = \begin{cases} 
\sum_{k=t-Q+2}^{t} Ed(p'_{k+1} - p'_i) , & \text{if } N = Q \\
0 , & \text{if } N < M 
\end{cases}
\]

\( Ed(p'_{k+1} - p'_i) \) represents the Euclidean distance between pixel \( p'_{k+1} \) and pixel \( p'_i \) in the image \( I_{t+1} \).

**Mapping relationship**: From the above process, we can get the pixel displacement \( D_{i}^{(t+1)} \) of the target \( T_i \) in \( \Delta t \). In order to get the real moving distance \( D_{i}^{(t-1)} \) of the target, the mapping relationship between the pixel and the actual distance needs to be determined. It is assumed that the mapping relationship is 1 pixel representing \( R \) meters. The mapping ratio is \( R \), which is the pixel scale. In this system, considering that the camera is fixed under the UAV with the lens facing down and the camera field of view angle is not large (about 80°), the observation field of view of this system is limited, and the pixel scale difference between the image center and borders is generally small. Therefore, in order to facilitate calculation, we assumed that the pixel scale \( R \) of all the pixels on the image was the same. We tested the actual pixel scales at the center of the image and close to the borders at different
altitudes. The flight altitude of the UAV is generally 50–80 m. The test results showed that with an increase in flight altitude (50 m → 80 m), the pixel scale difference at the center of the image and close to the borders increased gradually (0.000 cm/pixel → 0.171 cm/pixel), but the difference was generally less than 0.2 cm/pixel, and far less than the actual pixel scale. Consequently, it is acceptable to assume that the pixel scale of all the pixels on the image is the same when estimating the vehicle speed in the proposed system.

Algorithm 1: Vehicle speed calculation method

<table>
<thead>
<tr>
<th>Input: Target detection results $T_i^{(t+1)} = {x_i, y_i, w_i, h_i}, i = 1...M$ and the trajectory $T_j^{(t+1)}, j = 1,...,N$ in the image $I_{t+1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output: Vehicle speed $V_i^{(t+1)}, i = 1...M$ within the monitored range</td>
</tr>
</tbody>
</table>

1. $i = 1$
2. if $I_{t+1}$ is the first frame then
   3. while $i <= M$ do
      4. if $\beta_1 \cdot h_i > w_i > \beta_2 \cdot h_i || \beta_1 \cdot w_i > h_i > \beta_2 \cdot w_i$ then
         5. Calculate the car’s pixel diagonal length $l_i$;
         6. $i = i + 1$
      end
   7. end
   8. Calculate car’s average pixel diagonal length $l^{(0)}$;
   9. Initialize the $\mu_0$ and $\sigma_0^2$ of the Gaussian model;
   10. vehicle speed $V_i^{(t+1)} = 0, i = 1,...,M$
else
   12. while $i <= M$ do
      13. Calculate the vehicle pixel displacement $D_i^{(t+1)}$ for a period of time $\delta t$;
      14. Count the car’s pixel diagonal length $l_i$, and update the $\mu_{t+1}$ and $\sigma_{t+1}^2$ of the Gaussian model;
      15. Determine the mapping ratio $R_{t+1} = \frac{L_p}{\mu_{t+1}}$;
      16. Calculate the vehicle speed $v_i^{(t+1)}$ according to the formula (14);
      17. Weighted average of vehicle speed $V_i^{(t+1)}$;
      18. $i = i + 1$
   end
end

Because the height of the UAV changes when monitoring traffic scenes, the mapping ratio $R$ also changes during the monitoring process, and as the height of the UAV increases, the mapping ratio $R$ increases. From the original image in Figure 2, we can know that most of the vehicles in the surveillance scene are domestic cars, such as the red car in Figure 2. Therefore, we used the diagonal length $L_p$ of the car as a priori information to adaptively estimate the mapping ratio $R_{t+1}$ of the current frame by determining the pixel length $\mu_{t+1}$ of the car’s diagonal length in the image. The $R_{t+1}$ is given by

$$R_{t+1} = \frac{L_p}{\mu_{t+1}}.$$

In this formula, the selection of a priori information $L_p$ is very important. In order to determine the prior information, we checked the size of the car on the Internet; it was generally 4.5 m in length, 1.7 m in width, and about 4.8 m in the diagonal distance. In addition, we measured some domestic
cars in real life, and the average result was about 4.8 m in the diagonal distance. Therefore, we set $L_p$ to 4.8 m in our real system.

Then, in order to measure the car’s diagonal pixel length $\mu$, we built a single Gauss model by counting the diagonal length of the car’s bounding boxes and updated the model over time, as shown in the third part in Figure 2. The mean value of the Gaussian model in the current frame $t + 1$ is $\mu_{t+1}$ of the car in the image $l_{t+1}$. Specifically, we first initialized the single Gauss model in the first frame. It should be noted that among all the bounding boxes in the first frame, the height $h$ and width $w$ of the car’s box should satisfy $\beta_1 \cdot h > w > \beta_2 \cdot h$ or $\beta_1 \cdot w > h > \beta_2 \cdot w$, and $\beta_1 = 2.7$, $\beta_2 = 1.2$, so as to ignore the impact of some non-car targets, such as large trucks. The model assumes that there are $n$ cars, which are $T_1, \ldots, T_r, \ldots, T_n$. The bounding box of $T_i$ is $\{x_i, y_i, w_i, h_i\}$, and the diagonal pixel length $l_i$ can be calculated as follows:

$$l_i = \sqrt{w_i \cdot h_i + h_i \cdot h_i}. \quad (8)$$

Then, the average diagonal pixel length $l^{(0)}$ in the first frame is given by

$$l^{(0)} = \sum_{i=1}^{n} l_i \over n. \quad (9)$$

We set the initial mean $\mu_0$ of the Gauss model to $l^{(0)}$ and set the initial variance $\sigma_0^2$ to $20 \times 20$. Thereafter, we calculated the diagonal pixel length $l_i$ of each target in the current frame $t + 1$ to update the mean and variance of the single Gauss model. When updating the model with $l_i$, it is necessary to determine whether the diagonal pixel length $l_i$ belongs to this Gauss model. If it belongs to this model, it will be updated to the model. The updated formula is as follows:

$$\begin{cases} 
    \mu_{t+1} = \mu_t; & \sigma^2_{t+1} = \sigma^2_t, \quad \text{if } |l_i - \mu| > \lambda \cdot \sigma_t \\
    \mu_{t+1} = (1 - \alpha) \cdot \mu_t + \alpha \cdot l_i; & \sigma^2_{t+1} = (1 - \alpha) \cdot \sigma^2_t + \alpha \cdot (l_i - \mu)^2, \quad \text{ELSE}
\end{cases} \quad (10)$$

where $\lambda$ is a threshold to determine whether it belongs to the model, $\alpha$ indicates the speed of updating the model. In the system, $\lambda = 2.55$ and $\alpha = 0.5$. In this way, the diagonal pixel length $\mu_{t+1}$ of the car can be obtained in the current frame $t + 1$. Then, the $R_{t+1}$ can be calculated, and the speed $V_i^{(t+1)}$ of the target $T_i^{(t+1)}$ is given by

$$V_i^{(t+1)} = D_i^{(t+1)} \cdot R_i^{(t+1)} \over \Delta t. \quad (11)$$

In addition, in order to ensure that the speed of the vehicle changes smoothly, we used the weighted average method to calculate the average speed of the target $T_i^{(t+1)}$ as the final vehicle speed $V_i^{(t+1)}$: the calculation formula is as follows:

$$V_i^{(t+1)} = \begin{cases} 
    \omega_0 \cdot V_i^{(t+1)} + \omega_1 \cdot V_i^{(t)} + \omega_2 \cdot V_i^{(t-1)} + \omega_3 \cdot V_i^{(t-2)} + \omega_4 \cdot V_i^{(t-3)}, & \text{if } t > 3 \\
    V_i^{(t+1)} & \text{ELSE}
\end{cases} \quad (12)$$

In the formula, $\omega_0 + \omega_1 + \omega_2 + \omega_3 + \omega_4 = 1$, and we set $\omega_0, \omega_1, \omega_2, \omega_3, \omega_4 = 0.8, 0.07, 0.05, 0.04, 0.03$.

This speed estimation algorithm uses the real size of the car as a priori information to establish a mapping relationship and only uses the image information from a single camera to adaptively recover the pixel scale and estimate the accurate speed of the vehicle in the scene.

3. Experiments

In this section, in order to evaluate the performance of the presented adaptive framework for multi-vehicle ground speed estimation in airborne videos, we describe the building of a traffic dataset based on UAV and conduct simulation experiments and real experiments. In simulations, in order
to improve the authenticity, both the simulation environment and the simulation system used were very similar to the real experiment. With the help of the simulation environment, we performed quantitative and qualitative analyses of the experimental results and evaluated the vehicle speed estimation performance of our system. In real experiments, we first tested the performance of the system on the established dataset, including the vehicle positioning performance and speed estimation performance. Then, we had the drone fly over a road with landmarks of known distances and then conducted a quantitative velocity measurement experiment by comparing with true values. Additionally, we carry out an a priori information evaluation experiment to verify the correctness of the prior values selected in the real environment.

3.1. Traffic Dataset Based On UAV

In this part, we introduce our traffic training dataset for vehicles detection in airborne videos. This dataset contains 13,900 images, including our own traffic dataset based on UAV and a public traffic dataset UA-DETRAC, as shown in Figure 5.

The self-built UAV-based training dataset contains 3000 aerial images, which are captured by the UAV DJI-MATRICE 100 with a Point Grey monocular camera in six scenes, and the image resolution is $1280 \times 960$. By changing the camera angle and UAV flying height during the shooting process, the diversity of the appearance and size of vehicles in the dataset is increased. Some images in the self-built UAV-based training dataset are shown in Figure 5a. We can see that the background of the dataset is complex; there are a large number of trees, shadows, large buildings, etc. Moreover, there are numerous small vehicles in the image are small. We used the LabelImg tool to label these images for the training network. In addition to this aerial dataset, we also selected 10,900 pictures of the public traffic dataset UA-DETRAC to supplement the training set, as shown in Figure 5b. This dataset was taken by a high fixed surveillance camera. Due to the high position of the camera, we know that many vehicles are observable in the image, and the size of the vehicles are moderate, as seen by the figure. These images can be regarded as data taken by the drone at low altitude. In this paper, we used the deep learning method YOLOv3 to detect ground vehicles, and the dataset Train_TrafficData was used to train the YOLOv3 network model.

In order to evaluate the vehicle detection and speed estimation performance of the proposed system, we established a UAV-based test dataset Test_TrafficData. This test set consisted of five scenarios, each with more than 5000 images. These five scenes were intersections, parking entrances, roads, highways, and streets. They were common traffic monitoring areas with generally complicated backgrounds, a large number of vehicles, and the potential for violations such as vehicle overspeed. At present, we have posted this dataset on a website: https://shuochen365.github.io/. Furthermore, due to the constant research in this project, we will continue to expand this dataset.

3.2. Simulation in Airsim

3.2.1. Simulation Platform

In the simulation experiments, we used the AirSim to build the simulation environment in which the working process of the proposed system was simulated. AirSim is an open-source, cross-platform simulator for drones, built on Unreal Engine. It provides physically and visually realistic simulations. Specifically, we first chose the urban highway as our simulation environment, as shown in Figure 6a. It can be seen that the background of the environment is complex, and there are shadows, trees, and so on. Thereafter, we added a UAV and a car to the environment.

The AirSim simulation environment provides us with various types of visual data such as RGB images, depth maps, disparity maps, and color segmentation maps, and these can be acquired in all directions of the UAV. Then we selected RGB images as the input of the simulation system and set the image resolution to $960 \times 540$ at 5 fps. The input image is shown in Figure 6a, and we can see that the target is small in the acquired image. The components of the simulation system are shown in Figure 6b,
including two computers and an ethernet crossover cable. Among them, a computer (Client) was used to build a simulation environment, and output scene images. Another computer (Server) acted as a processor to implement the algorithm and obtain the speed estimation result of the vehicle.

Figure 5. Some images of our training dataset, including (a) a self-built traffic dataset based on an unmanned aerial vehicle (UAV), where the images were captured by DJI-MATRICE 100 with a Point Grey monocular camera; (b) the public traffic dataset UA-DETRAC [44].

3.2.2. Simulation Results

On the constructed simulation platform, we designed six vehicle speed measuring processes to test the performance of our system. These included variable motion of the vehicle when the UAV and
vehicle moved in the same direction, uniform motion when the UAV and vehicle moved in the same direction, variable motion when the UAV was moving in the same direction as the vehicle and the altitude of the UAV was constantly changing, variable motion when the UAV and vehicle moved in opposite directions, uniform motion when the UAV and vehicle moved in opposite directions, and variable motion when the UAV was stationary. We conducted a quantitative analysis of the speed estimation results in these six cases.

Figure 6. The demonstration of the simulation platform: (a) construction of the simulation environment, including monitoring scenes, a car, and a UAV; (b) the components of the simulation system, including two computers and an ethernet crossover cable.

It should be noted that in the simulations, we did not directly use the YOLOv3 network model trained with real data to detect the vehicle with simulation data. Although the simulation environment was very realistic, the appearance of the simulation car was different from that of a real car. If the YOLOv3 network model trained with real data was used directly in simulation, the detection effect would be reduced and the speed measurement process would be affected. Therefore, for the sake of ensuring the accuracy of vehicle detection in simulation, we especially built a training dataset and trained a YOLOv3 model for simulating car detection. This simulation training dataset included 6000 images, which were acquired in the simulation environment. During the acquisition process, we increased the diversity of the dataset by changing the camera angle and UAV flying height. After testing, the trained network model has good vehicle detection performance and could be used for vehicle speed measurement in the simulations. In addition, the vehicle size in the simulation environment
was different from that in the real environment. The actual size of the simulated vehicle was 2.9 m in length, 1.1 m in width, and about 3.1 m in the diagonal distance. Therefore, in the simulation, the prior information was set to 3.1 m, which was used to adaptively estimate the mapping ratio of the current frame by determining the diagonal pixel length of the car in the image. Although this prior information is different from the system in the real environment, the two prior values were determined according to the actual vehicle size in the experimental environment.

The experimental results are shown in Figures 7 and 8. In the quantitative analysis, the performance of the algorithm was evaluated by comparing the simulation data with the true values provided by the simulation environment; the average error of speed measurement is shown in Table 1. Note that our system has an initialization process when measuring the speed of the vehicle appearing in the scene. During the initialization process, we set the speed to 0. This process mainly consists of two stages. First, when the vehicle is detected and tracked to obtain its trajectory, we believe that a target with more than three frames in succession is valid.

Second, when calculating the vehicle speed, we estimated the average speed for a short period of time ($\Delta t = Q \cdot Fps$). Thus, the effective speed can only be calculated if the target has been valid.

**Figure 7.** Vehicle speed estimation under different monitoring conditions, including (a) variable motion when the UAV and vehicle moved in the same direction; (b) uniform motion when the UAV and vehicle moved in the same direction; (c) variable motion when the UAV was moving in the same direction as the vehicle, and the altitude of the UAV was constantly changing.
for longer than $\Delta t$. Otherwise, we set the speed to 0. In the simulation experiment, we set $Q = 4$. This initialization process can be seen from the measuring speed curves in Figures 7 and 8.

Figure 7 shows three situations when the UAV moved in the same direction as the vehicle. In (a) and (b), the monitoring height of the UAV was set to 10 m, which is constant. From Figure 7a, we can see that the vehicle is moving at a variable speed (8 m/s → 24 m/s → 8 m/s). In the process of acceleration (Frame 0~120), the measuring speed is generally slightly lower than the true value, and the average error is about 1.5. In the process of deceleration, the measurement speed is very close to the true value, and the average error is about 0.5. Table 1 shows that throughout the speed measurement process, the average true speed is 14.168 m/s, the average measurement speed is 13.532 m/s, and the average measurement error is 0.777 m/s. From Figure 7b, we can see that when the vehicle is moving at a constant speed (16 m/s), and the measuring speed fluctuates around the true value and tends to be stable (about 16 m/s) during the speed measurement process (excluding initialization). The measurement error decreases gradually, averaging no more than 1. Table 1 shows that the average measurement error is approximately 0.9 m/s. In Figure 7c, the monitoring height of the UAV is variable, and the range of variation is 10 m~20 m. In this process, the altitude change of the UAV mainly occurs from Frame 200 to Frame 280. We can see that when the height is constant, the speed measurement accuracy is high, and the average error is about 0.5. When the height changes, we can see
that although the error increases, the error average is about 1.5. In the process of speed measurement, we can see from Table 1 that the average true speed is 18.780 m/s, the average measurement speed is 18.739 m/s, and the average measurement error is about 0.7 m/s. In short, the measurement accuracy is acceptable. Moreover, this process shows that the proposed system can indeed adjust the mapping ratio adaptively according to the size of the target in the image.

Figure 8a,b shows two situations when the UAV moved in the opposite direction to the vehicle. From Figure 8a, we can see that when the vehicle moved at an incremental speed (1 m/s → 6 m/s), the measurement error average was about 0.5. Table 1 shows that the average true speed was 5.557 m/s, the average measurement speed was 5.876 m/s, and the average measurement error was about 0.4 m/s. From Figure 8b, we can see that when the vehicle was moving at a uniform speed (12 m/s), the measuring speed was generally slightly lower than the true value, and the measurement error fluctuated around 1.5. Table 1 shows that throughout the speed measurement process, the average true speed was 11.965 m/s, the average measurement speed was 13.320 m/s, and the average measurement error was about 1.355 m/s. Figure 8c shows the situation where the UAV was stationary, and the monitoring height of the UAV was set to 20 m. In the process, the vehicle speed changed greatly (0 m/s → 23 m/s → 0 m/s → 23 m/s). The measurement speed fluctuated around the true value during acceleration, and the average measurement error was about 2. During deceleration, it was generally greater than the true value, and the measurement error average was around 4. Table 1 shows that the average measurement error was approximately 3.5 m/s. In this process, because the target size in the image was small, there was a small jump in the position of the detection bounding box, which affected the measurement accuracy.

In short, the measurement error average was basically less than 1.5 m/s, and the measurement accuracy was acceptable. These quantitative results and analyses of the simulation experiment prove that the proposed adaptive framework for multi-vehicle ground speed estimation in airborne videos can obtain effective and robust vehicle speed estimation results without auxiliary equipment such as GPS under various conditions. That is to say, in this framework, it is feasible to estimate the vehicle speed by adaptively recovering the pixel scale with the actual vehicle size as a priori information.

Table 1. Average speed measurement error in the simulation environment

<table>
<thead>
<tr>
<th>Motion Mode</th>
<th>Average True Speed (m/s)</th>
<th>Average Measured Speed (m/s)</th>
<th>Average Measurement Error (m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variable motion in the same direction</td>
<td>14.168</td>
<td>13.532</td>
<td>0.777</td>
</tr>
<tr>
<td>Uniform motion in the same direction</td>
<td>15.952</td>
<td>15.081</td>
<td>0.924</td>
</tr>
<tr>
<td>Variable motion in the same direction and flight altitude is changing.</td>
<td>18.780</td>
<td>18.739</td>
<td>0.692</td>
</tr>
<tr>
<td>Variable motion in the opposite direction</td>
<td>5.557</td>
<td>5.876</td>
<td>0.419</td>
</tr>
<tr>
<td>Uniform motion in the opposite direction</td>
<td>11.965</td>
<td>13.320</td>
<td>1.355</td>
</tr>
<tr>
<td>Variable motion when the UAV is stationary</td>
<td>23.197</td>
<td>25.196</td>
<td>3.481</td>
</tr>
</tbody>
</table>

3.3. Real Experiments

In order to further validate the effectiveness of the vehicle speed estimation system, we conducted experiments in the real environment. The hardware structure of the system was very simple. In this experiment, DJI-MATRICE 100 was used as the UAV, the monocular camera was a Point Grey camera, and the computer used had an Intel i5-8400 CPU, 8GB RAM, and a Navida Geforce gtx1060 GPU, 6 GB
video memory. The monocular camera was fixed under the UAV with the lens facing down, and the camera parameters are shown in Table 2. As can be seen from Table 2, the field of view angle of the system equipped with the Point Grey camera was 84°. In this section, we first tested the detection and tracking performance of the system, which is the basis of the system. Then, the vehicle speed estimation performance was evaluated on the established UAV-based traffic dataset, and the time performance of the system was analyzed. Thereafter, we had the drone fly over a road with landmarks of known distances and conducted a quantitative velocity measurement experiment by comparing with true values in the real environment. Finally, in order to verify the correctness of the prior values selected in the real system, we conducted an a priori information evaluation experiment.

![Vehicle positioning results for our UAV-based traffic dataset.](image)

**Figure 9.** Vehicle positioning results for our UAV-based traffic dataset. The test dataset contains five common traffic monitoring scenarios: an intersection, country road, parking entrance, highways, and crossroads. The background of these scenes is complex, with shadows, buildings, trees, etc., and there are numerous small-sized vehicles in the scene.
Table 2. The camera and lens parameters.

<table>
<thead>
<tr>
<th>Point Grey Camera Specification Parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensor CMV4000-3E12</td>
</tr>
<tr>
<td>Angle of View 84°</td>
</tr>
<tr>
<td>Resolution 1920 × 1080 pixels</td>
</tr>
<tr>
<td>Frame rate 60 fps</td>
</tr>
<tr>
<td>Power consumption 4.5 W</td>
</tr>
<tr>
<td>Operating temperature −20 °C ∼50 °C</td>
</tr>
</tbody>
</table>

3.3.1. Vehicle Detection and Tracking Experiments

In the system, in order to estimate the position change of the vehicle over a period of time, we obtained a series of positions for the vehicles in the UAV video through the detection and tracking algorithm. The detection algorithm used was YOLOv3, and the network model was trained on a self-built dataset Train_TrafficData to achieve vehicle detection in the aerial scene. In the course of training, we did not directly use the self-built training dataset Train_TrafficData to re-train the YOLOv3 network model. Instead, we used the Train_TrafficData dataset to fine-tune the model on the pre-trained network model to improve the accuracy of vehicle detection in aerial images. To be specific, first, we chose the YOLOv3-608 model on the YOLOv3 website as the pre-training model. We know that this model is trained with COCO datasets (tens of thousands of images), which can detect more than 9000 kinds of objects, and the detection effect is very good. Then, the pre-trained network parameters were used as the initialization parameters of the new training model, and the new network model and weight parameters were trained by using the training dataset Train_TrafficData. This not only reduced the training time but also improved the vehicle detection accuracy of the network model in aerial images.

Based on this, we used a tracking-by-detection algorithm to get the trajectory of the target. This method measures the similarity by measuring the IOU of the detection bounding box; then, it achieves fast and effective target tracking. Our system showed good positioning performance on the established dataset Test_TrafficData; the experimental results are shown in Figure 9. The test dataset contained five common traffic monitoring scenarios: an intersection, country road, parking entrance, highways, and crossroads. As can be seen from the figure, there were few partial occlusions and complete occlusions, which is beneficial for target detection and tracking. However, their backgrounds were complicated; there were many trees in scenes 1, 2, and 3 and shadows in scene 4. In addition, the backgrounds of the images changed due to the UAV movement. Despite these difficulties, our vehicle detection and tracking algorithms were still able to obtain good vehicle positioning results in various aerial videos. Even in the case where the number of vehicles was large and the size was small, such as scenes 3 and 5, effective positioning results were still obtained. Specifically, stationary targets in the motion background, such as target 22 of scene 1 and targets 97 and 101 of scene 3, were correctly detected and tracked. For the moving targets in the motion background, such as the targets 41 and 32 of scene 2, target 7 of scene 4, and targets 2 and 6 of scene 5, we generally obtained stable positioning results. There were some missing targets, such as target 3 of Frame 54 in scene 4. The black car was very similar to the background with shadows, so it was difficult to detect, resulting in the failure of target tracking and positioning.

In general, the detection and tracking algorithm in this system was able to obtain effective and robust positioning results in various complex scenarios. These results are very important for the vehicle speed measurement system.

3.3.2. Vehicle Speed Estimation Experiments

The accuracy of vehicle speed estimation in the system is not only related to the vehicle detection and tracking performance but is also related to the motion compensation effect and the estimation of the mapping ratio. Based on the good positioning performance, we carried out further qualitative
experiments on our UAV-based test dataset Test_TrafficData to test the effect of motion compensation, to estimate the car’s diagonal pixel length, and to calculate the speed. The experimental results are shown in Figure 10.

From Figure 10, we can see the optical flow after motion compensation, the mean changes of the Gaussian model, the speed measurement results, and the speed changes of some targets throughout the monitoring process. First, we know that the motion compensation algorithm can eliminate the background motion in adjacent frames caused by camera movement. From the compensated optical flow in Figure 10, we can see that when there was more texture on the road surface, such as in scenes 1 and 5, the compensation effect was better and the compensated optical flow points were basically in the vehicles. When there was less texture on the road surface and more background texture, the compensation effect reduced and some compensated optical flow points appeared on the road surface, such as in scenes 2 and 3. Overall, although there were some errors, the effect of motion compensation was obvious. Thereafter, the mean changes in the single Gaussian model in Figure 10 show the changes in the car’s diagonal pixel length. It can be seen that during the monitoring of each scene, the mean fluctuated greatly at the initial time and gradually stabilized at a fixed value over time. For example, in scene 1, the mean was stable at around 73.8. Therefore, the mapping ratio of the scene was always the same. Since the height of the drone was constant in the process of video capture, the mapping ratio was indeed constant. This indicates that it is feasible to adaptively recover the pixel scale by estimating the Gaussian model.

Table 3. Time performance of the proposed system (ms/frame).

<table>
<thead>
<tr>
<th>Scene</th>
<th>YOLOv3 [31]</th>
<th>Speed Measurement</th>
<th>System</th>
<th>Fps</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Tracking</td>
<td>Motion Compensation</td>
<td>Total</td>
<td></td>
</tr>
<tr>
<td>Scene1</td>
<td>45.234</td>
<td>0.412</td>
<td>42.792</td>
<td>23.548</td>
</tr>
<tr>
<td>Scene2</td>
<td>44.890</td>
<td>0.317</td>
<td>42.207</td>
<td>23.554</td>
</tr>
<tr>
<td>Scene3</td>
<td>50.674</td>
<td>0.700</td>
<td>46.565</td>
<td>26.712</td>
</tr>
<tr>
<td>Scene4</td>
<td>46.055</td>
<td>0.256</td>
<td>43.327</td>
<td>23.312</td>
</tr>
<tr>
<td>Scene5</td>
<td>43.334</td>
<td>0.450</td>
<td>41.715</td>
<td>24.098</td>
</tr>
<tr>
<td>Average</td>
<td>46.037</td>
<td>0.427</td>
<td>43.321</td>
<td>24.245</td>
</tr>
</tbody>
</table>

Finally, from the speed estimation results in Figure 10, we can see that for each vehicle that appeared in the scene, there was a process of speed initialization. For stationary targets in the scene, such as target 4 of scene 1 and target 4 of scene 3, their measurement speed was about 0.5 m/s on average, and the measurement accuracy was high. For the moving target in the scene, such as target 4 in scene 2, it can be seen that the initial speed of the target when entering the monitoring range was about 16 m/s, and deceleration occurred in Frame 600 to 900. In Frame 900–1000, the target stopped for a moment because of encountering a red light and then accelerated to 12 m/s and moved out of the surveillance field of view. It is obvious that the proposed UAV-based vehicle speed estimation system is very meaningful for monitoring traffic safety. In the process of speed measurement, the UAV of the system can hover to continuously monitor a fixed scene. It can also move horizontally or up and down to expand the monitorable area. Moreover, the speed measuring system does not depend on any auxiliary equipment such as GPS or reference markers, which makes the system easy to use and suitable for practical application.
Additionally, we tested the time performance of the proposed system on 2000 images from each scene, and the computing time is shown in Table 3. In the system, the computer used had an Intel i5-8400 CPU, 8GB RAM, and a Nvidia Geforce gtx1060 GPU, 6 GB video memory. The algorithm was implemented using two processes. One process was the YOLOv3 algorithm, and its average calculation time was 46.037 ms. Another process was speed measurement, including target tracking and motion compensation. Although motion compensation is time-consuming (about 43.321 ms), we set the system to perform motion compensation every five frames, and the average computation time of this process was 24.245 ms. The average calculation time of the system was 57.716 ms. Therefore, our system can quickly obtain effective and robust vehicle speed estimation results and is suitable for application in actual scenarios.

In addition to the experimental results presented in the paper, we also tested several scenes of our dataset and produced a video demo to demonstrate the effectiveness of our system.

<table>
<thead>
<tr>
<th>Compensated flow</th>
<th>Gaussian Mean</th>
<th>Vehicle speed Estimation results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scene 1</td>
<td><img src="image1" alt="Image" /></td>
<td><img src="image2" alt="Image" /></td>
</tr>
<tr>
<td>Scene 2</td>
<td><img src="image3" alt="Image" /></td>
<td><img src="image4" alt="Image" /></td>
</tr>
<tr>
<td>Scene 3</td>
<td><img src="image5" alt="Image" /></td>
<td><img src="image6" alt="Image" /></td>
</tr>
<tr>
<td>Scene 4</td>
<td><img src="image7" alt="Image" /></td>
<td><img src="image8" alt="Image" /></td>
</tr>
<tr>
<td>Scene 5</td>
<td><img src="image9" alt="Image" /></td>
<td><img src="image10" alt="Image" /></td>
</tr>
</tbody>
</table>

**Figure 10.** Vehicle speed estimation process and results for our UAV-based traffic dataset, including motion compensated optical flow, the mean changes of the Gaussian model, speed measurement results, and speed changes of some targets throughout the monitoring process.
The dataset is posted online at https://shuochen365.github.io/. The video demo is displayed in the Supplementary Materials. In this demo, we showed the effective and robust speed measurement results of ground vehicles in five different environments (Video S1).

3.3.3. Vehicle Speed Quantitative Experiments

In order to get the true value of velocity in a real environment, we had the drone fly over a road with landmarks of known distances and obtained the actual speed of all the vehicles in the image using this along with the time information from the video. In the experiment, the monitoring range of UAV is shown in Figure 11, where road segment 1 and road segment 2 are used as landmarks in the scene, and the actual distances of these road segments were measured as 33.06 m. We divided these road segments more carefully and used the time information from the video to calculate the actual speed at each segment point as the true value of the vehicle speed at that location. On the basis, we designed four vehicle speed measuring processes to test the performance of our system: a UAV and a vehicle moving in the same direction, a UAV and a vehicle moving in opposite directions, a UAV hovering in the scene, and a UAV flying from low to high in the scene. We conducted a quantitative analysis of the speed estimation results of these four cases. The performance of the algorithm was evaluated by comparing the true values of segment points, and the experimental results are shown in Figure 12.

Figure 11. The figure shows the monitoring range of the UAV in the qualitative experiment of the real environment, where road segment 1 and road segment 2 are used as landmarks in the scene, and the actual distances of these road segments were measured to be 33.06 m.

Figure 12a shows the speed estimation results of segment points and the measurement error when the UAV and vehicle moved in the same direction. In this case, we set up 13 segment points on the road and select a car in the scene to test the system performance, as shown in the red rectangular box in the figure. The speed change curve shows that the true value of vehicle speed at these 13 points was about 6 m/s, and the measured speed of the system fluctuated near the true value. The velocity measurement error curve shows that the average error was about 0.7 m/s. From Figure 12b, we can see the speed estimation results of segment points and the measurement error when the UAV and vehicle moved in
opposite directions. In this case, we set up seven segment points on the road. The speed change curve shows that the true value of the vehicle speed was about 14 m/s on the road segment with known distances. The measuring speed fluctuated around the true value, and the fluctuation became smaller and smaller, which meant that the measurement error was also reduced (about 1 m/s → 0.4 m/s). The velocity measurement error was about 0.8 m/s throughout the speed measurement process.

Figure 12. Vehicle speed estimation under different monitoring conditions in the real environment, including (a) a UAV and a vehicle moving in the same direction; (b) a UAV and a vehicle moving in opposite directions; (c) a UAV hovering in the scene; and (d) a UAV flying from low to high in the scene.
Figure 12c shows the speed estimation results of the segment points and the measurement error when the UAV hovered in the scene, and the flight height of the UAV was about 80 m. In this case, we set up 12 segment points on the road and selected a car in the scene to test the system’s performance. From the speed change curve, we can see that the vehicle was moving at a variable speed (3 m/s → 9 m/s), and the measurement speed was very close to the true value; the average measurement error was about 0.4 m/s. In Figure 12d, the speed estimation results of segment points and the measurement error when the UAV flew from low to high (50 m → 80 m) in the scene are shown. In this case, we set up 13 segment points on the road. The speed change curve shows that vehicle speed changed slightly, and the true value and measured speed were basically 5 m/s. The velocity measurement error change curve shows that the error fluctuated around 0.5 m/s, and the average error was about 0.6 m/s.

In summary, under these four different experimental conditions, we found that the system performance was the best and the average velocity measurement error was the smallest, about 0.4 m/s, when the UAV hovered in the scene. When the UAV moved horizontally, the average measurement error was about 0.75 m/s. The reason for the increase in the error may be due to the existence of a certain error in motion compensation. When the UAV moved up and down, the measurement error did not change dramatically with the change of altitude, and the average measurement error was about 0.6 m/s, which proves that the proposed system can adjust the pixel scale adaptively to ensure measurement accuracy. Therefore, the quantitative analysis results in the real environment prove that the proposed system can obtain effective and robust vehicle speed estimation results under various conditions. The average measurement error was less than 1 m/s, and the measurement accuracy was acceptable for practical applications.

3.3.4. A Priori Information Evaluation Experiments

In this system, we used the car’s diagonal length as a priori information to adaptively estimate the mapping ratio of the current frame. In the real experiments, the prior information was set to 4.8 m. To prove the correctness of the prior values selected in the real system, we had the drone fly over a road with landmarks of known distances to obtain the true value of vehicle speed in the image and conducted an a priori information evaluation experiment. Specifically, in the experiment, the monitoring range of UAV is shown in Figure 11. In order to obtain the velocity measurement error distribution with respect to the prior values, we used 0.2 as the step size and selected 11 prior values around 4.8 m to obtain their respective average velocity measurement errors. These prior values fell within the range of [3.8 m, 5.8 m]. Then, we designed three different experimental conditions: a UAV hovering at a height of 50 m in the scene, a UAV hovering at a height of 70 m in the scene, and a UAV and vehicle moving in the same direction. The distribution of velocity measurement errors with different prior values under three monitoring conditions in a real environment are shown in Figure 13.

From Figure 13, we can see that under the three different experimental conditions, the velocity measurement error distribution with different prior values was an open-up parabola. On the distribution curve, the measurement error was smallest with a prior value of 4.8 m, and the farther the prior value was from 4.8 m, the bigger the measurement error was. Moreover, the distribution had some symmetry for a prior value of 4.8 m. For a prior value with the same distance at 4.8 m, such as 4.6 m and 5.0 m, the corresponding measurement error was approximately equal. According to this rule, in many practical scenarios, the speed measurement effect should be the best with a prior value of 4.8 m.

Comparing the error distribution under three experimental conditions and further analysis, we found that the measurement error when UAV was hovering was smaller than the error when the UAV was moving. Figure 13a,b shows that when the UAV hovered in the scene, the measurement error at a prior value of 4.8 m was about 0.5 m/s, regardless of the flight altitude (50 m or 70 m). This indicates that the measurement error is independent of the UAV’s flight altitude. Figure 13c shows that the measurement error at a prior value of 4.8 m was about 0.7 m/s when the UAV was moving. The reason for the increase in error may be due to the existence of a certain error in motion.
compensation. In short, the experimental results and analysis prove that, in most cases, the speed measurement effect of the system should be the best when the prior value is 4.8 m and the error is generally less than 1 m/s.

![Graphs showing velocity measurement error with different prior values](image)

**Figure 13.** Distribution of velocity measurement errors with different prior values under different monitoring conditions in a real environment, including (a) a UAV hovering at a height of 50 m in the scene; (b) a UAV hovering at a height of 70 m in the scene; and (c) a UAV and a vehicle moving in the same direction.

### 4. Conclusions

In this paper, we proposed an adaptive framework for multi-vehicle ground speed estimation in airborne videos. This framework has a unique ability to detect, track, and estimate the speed of ground vehicles simultaneously. Moreover, it takes the actual size of a car as the prior information and obtains effective and robust vehicle speed estimation results in various complex environments without using auxiliary equipment such as GPS. More specifically, we first built a UAV-based traffic dataset and utilized it to train the YOLOv3 network model to achieve great vehicle detection results in aerial images. Then, a series of vehicle positions were obtained using a tracking-by-detection algorithm. Meanwhile, we showed a motion compensation method based on homography. This model explores the bounding boxes to accurately estimate the homography matrix and then obtain the real trajectory of the current frame. Thereafter, we presented an adaptive vehicle speed estimation method based on the mapping relationship. This method takes the actual size of the car as prior information and estimates the vehicle size in the image by establishing a Gaussian model to achieve adaptive pixel scale recovery and speed calculation.

Finally, in order to test the performance of the proposed system, we carried out a large number of simulations on the AirSim platform as well as real experiments. In the simulations, the quantitative analysis proved that our system can measure speed with high accuracy under various conditions. Moreover, the system can adjust the mapping ratio adaptively according to the vehicle sizes on the image. In real experiments, the good positioning performance of the system was proved by the vehicle detection and tracking experiment. The results and analysis of velocity measurement experiment and quantitative experiment not only showed the validity of the whole velocity measurement process but also further proved that the system could quickly obtain effective and robust vehicle speed estimation results in various complex environments. Thereafter, we evaluated the prior value selected to prove its correctness, and the value corresponding to the speed measurement effect was deemed to be the best for many practical scenarios. There are also some problems with the system. It is not very accurate to use the statistical information of the bounding box size to estimate the pixel scale in the whole image adaptively. In the future, we will consider using SLAM to estimate the 3D information of the scene to improve the accuracy of vehicle speed estimation.
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