New Workflow of Plastic-Mulched Farmland Mapping Using Multi-Temporal Sentinel-2 Data
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Abstract: Using plastic film mulch on cropland improves crop yield in water-deficient areas, but the use of plastic film on cropland leads to soil pollution. The accurate mapping of plastic-mulched land (PML) is valuable for monitoring the environmental problems caused by the use of plastic film. The drawback of PML mapping is that the detectable period of PML changes among the fields, which causes uncertainty when supervised classification methods are used to identify PML. In this study, a new workflow which merging PML of multiple temporal phases (MTPML) is proposed. For each temporal phase, the “possible PML” is firstly generated, these “temporal possible PML” layers are then combined to generate the “possible PML” layer. Finally, the maximum normalized difference vegetation index (NDVI) of the growing season is used to remove the non-cropland pixels from the “possible PML layer,” and then generate PML images. When generating “temporal possible PML layers,” three new PML indices (PMLI with near-infrared bands known as PMLI_NIR, PMLI with shortwave infrared bands known as PMLI_SWIR, and Normalized Difference PMLI known as PMLI_ND) are proposed to separate PML from bare land at plastic film cover stage; and the “temporal possible PML layer” are identified by the threshold based method. To estimate the performance of the three PML indices, two other approaches, PMLI threshold and Random Forest (RF) are used to generate “temporal possible PML layer.” Finally, PML images generated from the five MTPML approaches are compared with the image time series supervised classification (SUPML) result. Two study regions, Hengshui (HS) and Guyuan (GY), are used in this study. PML identification models are generated using training samples in HS and the models are used for PML mapping in both study regions. The results showed that MTPML workflow outperformed SUPML with 3%–5% higher classification accuracy. The three proposed PML indices had higher separability and importance score for bare land and PML discrimination. Among the five approaches used to generate the “temporal possible PML layer,” PMLI_SWIR is the recommended approach because the PMLI_SWIR threshold approach is easy to implement and the accuracy is only slightly lower than the RF approach. It is notable that no training sample was used in GY and the accuracy of the MTPML approach was higher than 85%, which indicated that the rules proposed in this study are suitable for other study regions.
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1. Introduction

Plastic mulch film has been widely used over soil surface to suppress weeds, conserve water, and regulate temperature during crop growth [1–3] and to improve the crop yield in arid/semi-arid regions [4–7]. However, the use of plastic mulch film also leads to environmental problems. For example, only 10% of the mulch film used in the fields are degradable and the plastic-film left in the fields lead to plastic pollution of the soil system [8–10], and the small plastic particles accumulated in soils could threaten soil quality, particularly in the regions with high plastic mulching application intensity [11]. Therefore, accurate data of the spatial distribution of plastic-mulched land (PML) at the local and regional scale is an important data source for both agricultural and environmental analyses.

Satellite observations can be used for land cover mapping even from regional to global scales [12,13]. However, most studies about plastic over the land surface are focused on plastic greenhouse (PG) mapping [14–17]. The identification of PML is more challenging than PG because, unlike greenhouses, which are not covered by the canopy during the growing season, PML is not detectable when the plants grow above the soil. Additionally, only a few studies have concentrated on mapping PML using satellite data. Hasituya and Chen [18] used multi-temporal Landsat-8 images and machine learning algorithms (Support Vector Machine and Random Forest) to identify PML, and found that the best temporal period for PML detection is between the time of planting and green-up [19,20]. To simplify the procedure of PML identification, a PML index (PMLI) has been proposed [15]. PMLI have shown good potential to identify PML with a threshold using both Landsat and MODIS images. Comparing with the machine learning methods, the PMLI threshold method is easier to implement and more suitable for PML identification at large scale [15,21]. In addition, the performance of synthetic-aperture radar (SAR) images for PML identification have been evaluated. When only using the SAR features to identify PML, the classification accuracies are low, and when adding SAR feature into optical data, the PML identification accuracies just improve by 1%–3% [2,22], so that the optical features still have high contribution to PML identification.

However, existing PML identification techniques still have several disadvantages. First, PML is used for multiple crops and the sowing stage of these crops varies, so that the plastic-films are spread on fields at different time phases. Existing studies have tried to use image time-series to identify the PML, but the complex pattern of PML leads to misclassification when using time series data and supervised classification methods like Random Forest. Second, existing studies have used Landsat-8 and MODIS images for PML identification. The spatial resolution of MODID data is 250 m, but the crop fields in China are generally characterized by small size, particularly PML fields; therefore the mixed pixels in MODIS images may lead to misclassification. As for the Landsat data, the spectral bands commonly used for PML identification are only near-infrared (NIR), Red, shortwave infrared (SWIR) bands and some indices (such as normalized difference vegetation index (NDVI) and PMLI) calculated from these bands, the potential of some newly available spectral bands (such as red-edge bands of Sentinel-2 bands) could be further estimated for improving the PML identification accuracy.

As there are a variety of features that could be used for classification and only a few features have high contribution, several feature contribution estimation methods are proposed to select optimal features for classification, such as K-S Distance [23,24], Jeffries–Matusita (JM) distance [25–28], Decrease Accuracy (DA) and Gini importance score calculated from Random Forest [29,30]. Hao, Löw and Biradar [29] have used both JM distance and Gini importance to estimate the contribution of the features for annually cropland mapping and found that NDVI, NIR, and SWIR bands have high contribution. Wardlow and Egbert [31] have used JM distance to analyze the separability of NDVI and EVI for the major crops in Kansas and found that the green-up and senescence periods are the optimal time phases for crop discrimination.

Sentinel-2 data is another freely available optical data source provided by European Space Agency [32]. Sentinel-2 data outperform Landsat-8 data with more spectral bands, higher spatial and temporal resolution. Therefore, this study aims to identify PML using Sentinel-2 data, and the objectives are (1) to propose a new workflow for regional-scale PML identification based on the special
characters of PML during the growing season; (2) to propose new indices for PML identification based on new spectral bands provided by Sentinel-2 data, and these indices are designed according to the separability of the Sentinel-2 multi-spectral bands for PML and bare land discrimination.

2. Study Regions

Two regions were analyzed in this study (Figure 1a). The first study region is located in Hengshui City (115°10’–116°34’ E, 37°03’–38°23’ N) of Hebei province (Figure 1c). This region has a warm temperate continental monsoon climate that is characterized by hot, rainy summers and cold, dry winters. Cropland is the dominant land cover/use type of this area [33]. The major crop types in the study region are winter wheat, summer maize, spring maize, and cotton fields; some of these vegetable fields have been widely mulched using white plastic film. The second study region is located in Guyuan city (105°30’–106°30’ E, 35°50’–37°0’ N) of Ningxia Hui Autonomous Region, China (Figure 1b). This region has a temperate semi-arid climate with limited precipitation, so that the crops require irrigation during the growing season; the crop fields are irrigated by groundwater or river water from canals. For fields without irrigation facilities, plastic mulch film has been utilized widely to save water in Guyuan [34]. As the most PML are covered with the white films, so that we only focus on the PML with white films in this study, the PML of other colors could lead to the change of their reflectance, and these PML are not considered in this study.

3. Data Sets

3.1. Sentinel-2 Data and Preprocessing

Sentinel-2 provides multi-spectral optical data (visible, near-infrared, shortwave infrared bands) at 10–20 m spatial resolution with a 5-day revisit frequency; such data have shown good potential to identify land cover and crop types [35,36]. In this study, we sourced all available Sentinel-2 top of atmosphere (TOA) reflectance data between April and October 2018 in both study regions for PML mapping. In Hengshui, we collected 235 images (tiles T48SWE, T48SWF, T48SXE and T48SXF); and in

![Figure 1. Study regions. (a) Location of the two study regions, (b) false color image of Guyuan (GY, 15-day Sentinel-2 composited image between 1 and 15 June), (c) false color image of Hengshui (HS, 15-day Sentinel-2 composited image between 1 and 15 July).](image-url)
Guyuan, we collected 299 images (tiles T50SLG, T50SLH, T50SMG and T50SMH). The Sentinel-2 TOA reflectance data are freely available on the Google Earth Engine (GEE) platform as “COUPERNICUS/S2” and we processed the data on GEE [37]. We just used the TOA reflectance in this study because only TOA reflectance of Sentinel-2 data is available on GEE platform. Emelyanova et al. [38] compared the performance between classification using TOA reflectance and surface reflectance (SR), and found that TOA reflectance and SR reflectance data generated similar classification results, and some indices (such as Normalized Difference Water Index) calculated from TOA and SR reflectance had high correlation. Therefore, although the use of TOA reflectance is not perfect, the classification result could be used to estimate the performance of the newly proposed workflow.

The data pre-processing contained several steps. We firstly used the Quality assurance (QA) band to mask the cloud pixels (pixels with a QA value equal to 0 are deemed non-cloud pixels). Next, 15-day image time-series were generated using the 15-day maximum composition for the 10 multi-spectral bands (blue, green, red, three red-edge, two NIR, and two SWIR bands) [39], and each 15-day composited image was defined as one time phase. The number of Sentinel-2 images we acquired in each 15-day period are shown in Table S1. Then, we acquired the 15-day image time series. All data were resampled to 20 m because the spatial resolution of the red-edge and SWIR bands is 20 m. Next, we used the 15-day image time series to calculate some indices, such as NDVI, PMLI, and also the new PML indices proposed in this study (Section 4.2.1). All features included in this study are shown in Table 1.

### Table 1. Features extracted from the Sentinel-2 images.

<table>
<thead>
<tr>
<th>Bands/Indices</th>
<th>Equations</th>
</tr>
</thead>
<tbody>
<tr>
<td>ϱ(Blue)</td>
<td>Reflectance of Blue 3 band (B7 of Sentinel-2)</td>
</tr>
<tr>
<td>ϱ(Green)</td>
<td>Reflectance of Green 3 band (B7 of Sentinel-2)</td>
</tr>
<tr>
<td>ϱ(Red)</td>
<td>Reflectance of Red 3 band (B7 of Sentinel-2)</td>
</tr>
<tr>
<td>ϱ(RE1)</td>
<td>Reflectance of Red-edge 1 band (B7 of Sentinel-2)</td>
</tr>
<tr>
<td>ϱ(RE2)</td>
<td>Reflectance of Red-edge 2 band (B7 of Sentinel-2)</td>
</tr>
<tr>
<td>ϱ(RE3)</td>
<td>Reflectance of Red-edge 3 band (B7 of Sentinel-2)</td>
</tr>
<tr>
<td>ϱ(NIRn)</td>
<td>Reflectance of narrow NIR band (B8A of Sentinel-2)</td>
</tr>
<tr>
<td>ϱ(NIRb)</td>
<td>Reflectance of board NIR band (B8 of Sentinel-2)</td>
</tr>
<tr>
<td>ϱ(SWIR1)</td>
<td>Reflectance of SWIR 1 band (B11 of Sentinel-2)</td>
</tr>
<tr>
<td>ϱ(SWIR2)</td>
<td>Reflectance of SWIR 2 band (B12 of Sentinel-2)</td>
</tr>
<tr>
<td>PMLI_NIR</td>
<td>Equation (1) in this study</td>
</tr>
<tr>
<td>PMLI_SWIR</td>
<td>Equation (2) in this study</td>
</tr>
<tr>
<td>PMLI_ND</td>
<td>Equation (3) in this study</td>
</tr>
</tbody>
</table>
| PML index (PMLI) | \[
| \frac{\varrho(\text{Red}) - \varrho(\text{SWIR1})}{\varrho(\text{Red}) + \varrho(\text{SWIR1})} \] [15] |
| Normalized Difference Vegetation Index (NDVI) | \[
| \frac{\varrho(\text{NIRb}) - \varrho(\text{Red})}{\varrho(\text{NIRb}) + \varrho(\text{Red})} \] [40] |
| Normalized Difference Water Index (NDWI) | \[
| \frac{\varrho(\text{Green}) - \varrho(\text{NIRn})}{\varrho(\text{Green}) + \varrho(\text{NIRn})} \] [41] |

Note: ϱ denotes multi-spectral band.

### 3.2. Ground Reference Data

The ground samples were collected during a field survey in 2018, and we went to HS three times (in late April, early May, and late June) and GY once (June) for field surveys. We took the GPS to the fields, recorded the coordinate of the fields and whether the fields are plastic-film covered or non-plastic-film covered. The samples we collected in the ground survey were characterized by large field sizes (larger than 30 × 30 m), and we only recorded the center point of each field. In HS, we only recorded plastic-film covered fields as we could only confirm the plastic-film covered fields were PML samples, and the bare land fields we surveyed during April and May could become PML fields. In June, the crop had grown up, so that we recorded both plastic-film covered (PML) and non-plastic-film covered (non-PML) fields, the non-PML contained non-PML crop fields (winter wheat/summer maize...
and maize fields), residential regions, and water. Then, all samples collected in April, May and the randomly selected one-third non-plastic-film covered samples collected in June were used as training samples. The plastic-film covered samples and the other two-third non-plastic-film covered samples collected in June were used as validation samples for HS. In GY, we only had the ground survey in June and collected PML and non-PML samples, and all these samples were used as validation samples for GY. The training samples were used to generate the rules for PML identification. Next, the rules were used to identify PML in both HS and GY, and validation samples in the two study regions were used to assess the classification accuracy in both study regions. The number of samples collected in HS and GY used as training/validation samples is shown in Table 2.

Table 2. Number of samples collected for this study.

<table>
<thead>
<tr>
<th>Time</th>
<th>Class</th>
<th>HS</th>
<th>GY</th>
</tr>
</thead>
<tbody>
<tr>
<td>April</td>
<td>PML</td>
<td>128</td>
<td>0</td>
</tr>
<tr>
<td>May</td>
<td>PML</td>
<td>102</td>
<td>0</td>
</tr>
<tr>
<td>June</td>
<td>PML</td>
<td>176</td>
<td>201</td>
</tr>
<tr>
<td></td>
<td>non-PML (a part of spring maize fields used for training)</td>
<td>146</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>non-PML (used for validation)</td>
<td>252</td>
<td>254</td>
</tr>
</tbody>
</table>

4. Methods

4.1. Principle and Workflow

The status of the PML change during the growing season could be regarded as three stages: (1) bare land stage, (2) plastic-film-covered stage, and (3) canopy stage. In the bare land stage, the crops are sown and the fields are still bare land (Figure 2a). In the plastic-film-covered stage (Figure 2b), the fields are covered by plastic film and the plants have not grown yet. In this stage, the new plastic-film sheets are spread but the films gradually become soiled, so that plastic-covered fields could be separated from bare land before the plastic-film becomes soiled. In the canopy stage, the plants of both PML and non-PML have grown and the fields are covered by the canopy. In this stage, the PML could be discriminated from non-vegetation land, such as residential regions and water surface.

![Figure 2. Three stages of plastic-mulched land (PML) during the growing season.](image)

Therefore, we developed a new workflow for regional PML identification by merging PML layers of multiple temporal phases (MTPML) (Figure 3). Firstly, we proposed three new PML indices for bare land and PML discrimination based on the TOA reflectance of the optical spectral bands, and the indices were calculated for each 15-day composited image (Section 3.1) during the plastic-film-covered stage. Next, we generated a “temporal possible PML layer” for each temporal phase and then combined possible PML of all temporal phases together to generate the “possible PML layer.” Afterwards, we calculated the maximum NDVI during June and September, as most crops had high NDVI during this temporal period, therefore a rule-based method could be used to generate a “vegetation layer.” Finally, we combined the “possible PML layer” and the “vegetation layer” to generate the PML. As the
training samples were only collected in HS, the rules used for PML mapping were generated from the training samples in HS, and the rules were applied in both study regions for PML identification.

4.2. Possible PML Layer Generation

4.2.1. New PML Indices

Existing studies have shown that PML can easily be separated from vegetation and water but can be confused with bare land and residential regions at the plastic film cover stage [15,18]. Therefore, we propose new indices for PML and bare land discrimination. Figure 4 shows typical spectral profiles of PML, bare land, and residential region in the plastic-film-covered stage. Generally, TOA reflectance of PML are higher than bare land in the visible, red-edge, and NIR bands. Furthermore, the TOA reflectance of PML are lower than bare land in SWIR1 and SWIR2 bands. This is because there is water content in the surface layers of PML, and the reflectance of wet soil is generally lower than dry soil in the two SWIR bands with band lengths between 1.3 and 2.5 μm [42]. Therefore, we proposed three new PMLIs to discriminate PML from bare land based on these characteristics. The TOA reflectance of PML and residential region were more similar at the plastic film cover stage, but at canopy stage, the plants in the PML had grown up and then PML could be easily discriminated from residential regions.

Figure 3. Flowchart of MTPML of PML identification.

Figure 4. Typical spectral profile of PML, bare land, and residential region in the plastic-film-covered stage. The figure was generated using the 1–15 April Sentinel-2 data and the corresponding training samples collected in April (Table 1). Blue, Green, Red, Red-edge 1, Red-edge 2, Red-edge 3, NIR (narrow), NIR (broad), SWIR 1, and SWIR 2 bands are B2, B3, B4, B5, B6, B7, B8A, B8, B11, and B12 bands of Sentinel-2 data.
The new PML indices were proposed based on the spectral characters of the PML and bare land (Figure 4). As the NIR and red-edge bands had higher reflectance than the SWIR bands for PML pixels, we defined narrow NIR, broad NIR, and Red-edge 3 bands as “NIR” bands, and SWIR 1 and 2 bands as “SWIR” bands. We then calculated the sum of the NIR and SWIR bands and thus increased the difference in the NIR and SWIR bands between the PML and bare land. We subtracted the SWIR bands reflectance sum by the NIR bands reflectance sum, and the difference value (D-value) of PML samples was higher than the bare land samples. Next, this D-value was divided by the NIR reflectance sum, SWIR reflectance sum, and five band reflectance (both NIR and SWIR bands) sum. These three indices were named as PMLI with NIR bands (PMLI_NIR), PMLI with SWIR bands (PMLI_SWIR), and Normalized difference PMLI (PMLI_ND) (Equations (1), (2) and (3)).

\[
PMLI_{\text{NIR}} = \frac{\rho(NIRn) + \rho(NIRb) + \rho(RE3)}{\rho(NIRn) + \rho(NIRb) + \rho(RE3)} - \frac{\rho(SWIR1) + \rho(SWIR2)}{\rho(SWIR1) + \rho(SWIR2)},
\]

(1)

\[
PMLI_{\text{SWIR}} = \frac{\rho(NIRn) + \rho(NIRb) + \rho(RE3)}{\rho(SWIR1) + \rho(SWIR2)} - \frac{\rho(SWIR1) + \rho(SWIR2)}{\rho(SWIR1) + \rho(SWIR2)},
\]

(2)

\[
PMLI_{\text{ND}} = \frac{\rho(NIRn) + \rho(NIRb) + \rho(RE3) + \rho(SWIR1) + \rho(SWIR2)}{\rho(NIRn) + \rho(NIRb) + \rho(RE3) + \rho(SWIR1) + \rho(SWIR2)}.
\]

(3)

4.2.2. Feature Separability and Importance Estimation

We used the Jeffries–Matusita (JM) distance and Gini index generated from the Random Forest algorithm to estimate the feature separability and importance for PML and bare land discrimination [19,26]. The JM distance between a pair of classes could be calculated by:

\[
JM(c_i, c_j) = \int_x \left( \sqrt{p(x|c_i)} - \sqrt{p(x|c_j)} \right)^2 dx,
\]

(4)

where \(x\) denotes a span of feature series values, and \(c_i\) and \(c_j\) denote the two classes, and Equation (1) is commonly reduced to \(JM = 2(1 - e^{-B})\) where

\[
B = \frac{1}{8}(\mu_i - \mu_j)^T \left( \frac{C_i + C_j}{2} \right)^{-1} (\mu_i - \mu_j) + \frac{1}{2} \ln \left( \frac{|C_i + C_j|}{2 \sqrt{|C_i| \times |C_j|}} \right).
\]

(5)

and \(C_i\) and \(C_j\) are the covariance matrixes of class \(i\) and \(j\), and \(|C_i|\) and \(|C_j|\) are the determinants of \(C_i\) and \(C_j\), respectively. The JM distance ranges from 0 to 2 and a large value indicates a high level of separability between two classes.

The Random Forest (RF) algorithm is an ensemble machine learning technique that combines multiple classification trees and has been widely used for image classification [43]. Each tree is constructed using two-thirds of the training records and the remaining records are used for a test classification with an “out-of-bag error.” During the training procedure of RF, every time a variable node is split, the Gini impurity criterion for the descendent nodes is less than that of the parent node. The importance score for each individual variable is the sum of the Gini decreases over all trees in the classification forest. In this research, the Gini importance score was obtained using the RandomForest package for R [44]. The number of trees in the ensemble was set to 1000 to allow convergence of the error statistic, and the number of features to split the nodes in the trees was set to the square root of the total number of input features.

In this study, both JM distance and Gini importance score were used to estimate the potential of each feature for PML and bare land discrimination at the plastic-film cover stage. As we collected 128 and 102 PML samples in April and May, we extracted the 10 multi-spectral bands and the five indices
(Table 1) from the April 16–30 and May 16–31 image using the corresponding samples collected in April and May, then we visually interpreted bare land samples from the non-PML samples in the training sample dataset (Table 2), and used these samples to extracted the 15 features (Table 1) from April 16–30 and May 16–31 images. Next, we calculated the JM distance and Gini importance score of each feature for separating PML and bare land.

4.2.3. Possible PML Layer Generation

As the plastic-film-covered stages were mainly in April and May, we used the 15-day compositied images of four time phases (April 1–15 and 16–30, and May 1–15 and 16–31) to generate the possible PML layer, and the “temporal possible PML layer” for each temporal phase was generated based on the NDVI, NDWI, and PMLIs using a decision tree (Figure 5a). NDVI and NDWI were firstly used to exclude surface water and vegetation. We visually interpreted 1500 samples for water, vegetation, and non-vegetation land surface, and used these samples to define the threshold for the vegetation mask and water mask, and the threshold of NDVI and NDWI were set as 0.2 and 0 (Figure 5c,d). Next, we used five approaches to discriminate bare land from PML, the five approaches were threshold rule-based methods using PMLI_NIR, PMLI_SWIR, PMLI_ND, PMLI; and the RF classification method using all these four indices. Figure 5b shows the range and average value of the PMLI_NIR, PMLI_SWIR, and PMLI_ND values for the training PML and bare land samples (Table 2). For PMLI_NIR, PMLI_SWIR, and PMLI_ND, the indices value of PML were higher than bare land, so that the thresholds were calculated by subtracting the standard deviation of the PML samples from the mean value, and the thresholds were set as 0.36 for PMLI_NIR, 0.55 for PMLI_SWIR, 0.22 for PMLI_ND, and pixels with indices higher than the threshold were labeled as “temporal possible PML.” For PMLI, the index value of PML was lower than bare land, and the threshold was calculated by adding the standard deviation of the PML samples to the mean value, which was 0.2. Pixels with PMLI lower than the 0.2 were labeled as “temporal possible PML.” The last approach was using RF to separate PML and bare land. All four PML indices were used as input features. The training samples (Table 2) collected in HS were used to train the RF classifier. The RF classifier was then used to separate PML from bare land for the image from each 15-day temporal phase. The RF algorithm was implemented using the RandomForest package in R (similar to Section 4.2.2). For each approach, we finally calculated the union of PML from the four “temporal possible PML layers” and generated the possible PML layers.

![Figure 5. Flowchart for generating the “temporal possible PML layer.” (a) Decision tree designed for temporal possible PML layer identification, (b) PML indices (PMLI_NIR, PMLI_SWIR, and PMLI_ND values for PML and bare land training samples.](attachment:figure5.png)
4.3. Vegetation Layer and PML Map Generation

In the plastic-film-covered stage, the PML is confused with some other land cover types, such as residential regions, stone, and greenhouses; thus, the possible PML layer we generated in Section 4.2 might still contain some non-cropland pixels. Therefore, we excluded the non-cropland pixels from the “possible PML layer” using a vegetation layer. Generally, the cropland fields had high vegetation fraction during June and September, so that we calculated the maximum NDVI in this temporal period. As the max NDVI for cropland cannot be lower than 0.4 in most cases [45], we used 0.4 as the threshold to generate the vegetation layer. Finally, we used both the possible PML layer and the vegetation layer to generate the PML distribution. Pixels in both layers were classified as PML.

In addition, we used the supervised method (named as SUPML in this study) to identify PML and to compare the results with the five MTPML results. As recommended by Hasituya and Chen [18], multi-spectral and NDVI bands of all 15-day composited images between April and May were used. RF was utilized as a classifier and the training samples were used to train the classifier. We did not use this approach to identify PML in GY because we only collected training samples in HS.

4.4. Accuracy Assessment

We used both accuracy and statistical metrics to verify and compare the PML identification results generated by different approaches (MTPML with PMLI, MTPML with PMLI_NIR, MTPML with PMLI_SWIR, MTPML with PMLI_ND, MTPML with RF and SUPML). Firstly, metrics (producer’s accuracy (PA), user’s accuracy (UA), overall accuracy (OA), and Kappa coefficient) from the confusion matrix were used to assess the PML maps generated in both study regions [46]. All these accuracy metrics were calculated from the validation samples. In addition, we applied McNemar’s test to evaluate the pair-wise statistical significance of the difference between PML generated by different approaches [47]. McNemar’s test is a non-parametric test based on the standardized normal test statistic, as in Equation (6):

\[ Z = \frac{f_{12} - f_{21}}{\sqrt{f_{12} + f_{21}}} \]  

where \( f_{12} \) is the number of samples that are correctly classified by classifier 1 and incorrectly classified by classifier 2. We defined three cases of differences in the accuracy between classifier 1 and classifier 2 according to McNemar’s test:

1. No significance between classifiers 1 and 2 (N): \(-1.96 < Z < 1.96\).
2. Positive significance (classifier 1 has higher accuracy than classifier 2) (S+): \( Z > 1.96 \).
3. Negative significance (classifier 1 has lower accuracy than classifier 2) (S-): \( Z < -1.96 \).

5. Results and Discussion

5.1. Feature Separability and Importance for Bare Land and PML Discrimination

We used the JM distance and Gini index to estimate the separability and feature importance of each feature for PML and bare land discrimination. Figure 6 shows that the three new PML indices (PMLI_NIR, PMLI_SWIR, and PMLI_ND) had good separability and a high importance score. The JM distance of PMLI_NIR, PMLI_SWIR, and PMLI_ND were around 1.5 and the Gini score of these three bands were higher than 28. Separability and Gini importance of PMLI were lower than the newly proposed PML indices as the JM distance of PMLI was 0.9 and the Gini importance score was about 24. NDVI and multi-spectral bands led to a poor performance when discriminating bare land from PML. The JM distances of these bands were lower than 0.8 and the Gini importance scores were lower than 18, which were both significantly lower than the three new PML indices. Based on this result, we used the four PML indices (PMLI, PMLI_NIR, PMLI_SWIR, and PMLI_ND) to generate “possible PML layers” (Section 4.2.3).
Figure 6. Feature separability and importance. (a) Jeffries–Matusita (JM) distance, (b) Gini importance score.

5.2. PML Mapping Accuracy Assessment

We used the validation samples (Table 2) to verify the classification accuracy in both study regions. Results from Hengshui (Table 3) show that the MTPML workflow proposed in this study led to higher PML identification accuracy than the supervised method. The low accuracy of SUPML was mainly due to the detectable period changing among different fields. For example, some PML fields were detectable during April 1–15 while other fields were detectable during May 1–15, and the temporal character of these fields was different even though these fields were all PML. However, the MTPML workflow proposed in this study could overcome this drawback because “temporal possible PML layer” was identified in each temporal period, we then calculated the union of all these temporal results between April and May. Therefore, this merged “possible PML layer” contained PML detected in each temporal period.

Table 3. Classification accuracies assessment in HS and GY.

<table>
<thead>
<tr>
<th></th>
<th>OA(%)</th>
<th>Kappa</th>
<th>PA of PML (%)</th>
<th>UA of PML (%)</th>
<th>PA of non-PML(%)</th>
<th>PA of non-PML(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>In HS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PMLI</td>
<td>86.68</td>
<td>0.7266</td>
<td>85.8</td>
<td>82.51</td>
<td>87.30</td>
<td>89.80</td>
</tr>
<tr>
<td>PMLI_NIR</td>
<td>90.19</td>
<td>0.7942</td>
<td>82.95</td>
<td>92.41</td>
<td>95.24</td>
<td>88.89</td>
</tr>
<tr>
<td>MTPML</td>
<td>89.25</td>
<td>0.7814</td>
<td>92.05</td>
<td>83.51</td>
<td>87.30</td>
<td>94.02</td>
</tr>
<tr>
<td>PMLI_SWIR</td>
<td>88.08</td>
<td>0.7499</td>
<td>80.11</td>
<td>89.81</td>
<td>93.65</td>
<td>87.08</td>
</tr>
<tr>
<td>PMLI_ND</td>
<td>91.59</td>
<td>0.8266</td>
<td>90.34</td>
<td>89.58</td>
<td>92.45</td>
<td>93.50</td>
</tr>
<tr>
<td>RF</td>
<td>83.64</td>
<td>0.6581</td>
<td>76.14</td>
<td>82.72</td>
<td>88.89</td>
<td>84.21</td>
</tr>
<tr>
<td>SUPML</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>OA(%)</th>
<th>Kappa</th>
<th>PA of PML (%)</th>
<th>UA of PML (%)</th>
<th>PA of non-PML(%)</th>
<th>PA of non-PML(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>In GY</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PMLI</td>
<td>83.74</td>
<td>0.6766</td>
<td>91.04</td>
<td>76.57</td>
<td>77.95</td>
<td>91.67</td>
</tr>
<tr>
<td>PMLI_NIR</td>
<td>85.49</td>
<td>0.7062</td>
<td>84.08</td>
<td>83.25</td>
<td>86.61</td>
<td>87.30</td>
</tr>
<tr>
<td>MTPML</td>
<td>83.27</td>
<td>0.7038</td>
<td>87.06</td>
<td>81.02</td>
<td>83.86</td>
<td>89.12</td>
</tr>
<tr>
<td>PMLI_SWIR</td>
<td>88.27</td>
<td>0.7019</td>
<td>84.08</td>
<td>82.84</td>
<td>86.22</td>
<td>87.25</td>
</tr>
<tr>
<td>PMLI_ND</td>
<td>87.47</td>
<td>0.7456</td>
<td>85.07</td>
<td>86.36</td>
<td>89.37</td>
<td>88.33</td>
</tr>
</tbody>
</table>

Notes: OA—overall accuracy; PA—producer’s accuracy; UA—user’s accuracy; “MTPML” denotes that the PML map was generated using the MTPML workflow proposed in this study (Section 4.1); “SUPML” denotes that the PML map was generated using the supervised RF (Section 4.3).

Among the five approaches used for the MTPML workflow, the RF approach had the highest PML identification accuracies in both study regions, followed by PMLI_SWIR and PMLI_NIR. The classification accuracies of PMLI were the lowest among the five approaches. The high accuracy of the RF approach was reasonable because this approach considered all four PML indices. The four threshold-based approaches were easier to conduct and the accuracies of the approaches using PMLI_SWIR and PMLI_NIR thresholds were slightly lower (1%–2%) than the RF approach. The PMLI_SWIR approach had the highest accuracies among the four PML indices because the reflectance of the SWIR bands was used as a denominator (Equation (2)), which further increased the difference
between PML and bare land. Furthermore, the RF classifier and threshold rules generated in HS might potentially be used to identify PML in other study regions as they achieved good PML identification accuracies in GY.

We used several subset regions of the two study regions to visually compare the PML identification results of the different approaches. In HS, we acquired Unmanned Aerial Vehicle (UAV) images (Figures 7a and 8a) and we used these UAV images to compare the PML identification results because most plastic films were spread in April and May. In the first subset region of HS (Figure 7), the white patterns of the UAV images (Figure 7a) were PML, and the PML covered the majority of the sub-region. Among all the approaches used for PML mapping, the PML identified using the MTPML workflow with the RF classifier had the highest consistency with the UAV images. SUPML had the lowest accuracy as the non-PML was misclassified as PML. Results generated from MTPML with PMLI_NIR, PMLI_SWIR, and PMLI_ND thresholds had similar classification accuracies and they misclassified some PML pixels as non-PML. In the second sub-region (Figure 8), the light-green patterns of UAV images (Figure 8a) are the PML at the canopy stage and the white patterns are the PML at the plastic-film-covered stage. Among all the PML mapping approaches, SUPML misclassified the most non-PML samples as PML and MTPML with RF also misclassifying some non-PML samples as PML. MTPML with PMLI_NIR, PMLI_SWIR, and PMLI_ND thresholds had similar results, which were highly consistent with the UAV images.

Figure 7. Visual comparison of PML mapping results in the first subset region of HS. (a) The Unmanned Aerial Vehicle (UAV) images were acquired on June 8 2018 and the white pattern in the figure is PML. (b) PML mapping results of PMLI using the MTPML workflow. (c) PML mapping results of PMLI_NIR using the MTPML workflow. (d) PML mapping results of PMLI_SWIR using the MTPML workflow. (e) PML mapping results of PMLI_ND using the MTPML workflow. (f) PML mapping results of RF using the MTPML workflow. (g) PML mapping results of SUPML.
Figure 8. Visual comparison of PML mapping results in the second subset region of HS. (a) The UAV images were acquired on June 9 2018, the light-green patterns in the figure are PML at the canopy stage and the white patterns are PML at the plastic-film-covered stage. (b) PML mapping results of PMLI using the MTPML workflow. (c) PML mapping results of PMLI_NIR using the MTPML workflow. (d) PML mapping results of PMLI_SWIR using the MTPML workflow. (e) PML mapping results of PMLI_ND using the MTPML workflow. (f) PML mapping results of RF using the MTPML workflow. (g) PML mapping results of SUPML.

We selected two sub-regions in GY for wall to wall PML identification results comparison. The first sub-region is located in the plain region and the second is located in the mountain region. As we did not acquire UAV images during our field trip, we used the Sentinel-2 images composited during June 1–15 as the reference image. The white patterns in the reference images (Figures 9a and 10a) were PML. Generally, the PML results generated from the five approaches were consistent with the reference images in both the plain and mountain regions (Figures 9a and 10a), except for the PML results using the PMLI threshold, which were more fragmented in both sub-regions.

5.3. Statistical Comparison

We used McNemar’s test to compare the classification performances of the six approaches (Tables 4 and 5). In HS, the MTPML workflow significantly outperformed SUPML as the McNemar’s test result between MTPML RF and SUPML was 3.71 (S+). Among the five approaches used for the MTPML workflow, the PMLI threshold approach had the lowest accuracy as McNemar’s test results between RF and PMLI, PMLI_NIR and PMLI, PMLI_SWIR and PMLI in HS, and PMLI_NIR and PMLI in GY were
The RF approach outperformed the PMLI_NIR and PMLI_SWIR threshold approaches, but the improvement was not significant, which indicated that the simple threshold-based approaches in the MTPML workflow could generate accurate PML maps. Generally, all the results of the classification accuracy assessment, wall to wall comparison of the approaches, and McNemar’s test show that the MTPML workflow outperformed the supervised classification methods for PML identification. The RF approaches had the best performance in the MTPML workflow. The PMLI_NIR and PMLI_SWIR threshold approaches proposed in this study can be implemented simply and the PML identification performances were only slightly lower than the RF approach.

Figure 9. Visual comparison of PML mapping results in the first subset region of GY. (a) June 1–15 2018 composited Sentinel-2 image. (b) PML mapping results of PMLI using the MTPML workflow. (c) PML mapping results of PMLI_NIR using the MTPML workflow. (d) PML mapping results of PMLI_SWIR using the MTPML workflow. (e) PML mapping results of PMLI_ND using the MTPML workflow. (f) PML mapping results of RF using the MTPML workflow.
Figure 10. Visual comparison of PML mapping results in the second subset region of GY. (a) June 1–15 2018 composited Sentinel-2 image. (b) PML mapping results of PMLI using the MTPML workflow. (c) PML mapping results of PMLI_NIR using the MTPML workflow. (d) PML mapping results of PMLI_SWIR using the MTPML workflow. (e) PML mapping results of PMLI_ND using the MTPML workflow. (f) PML mapping results of RF using the MTPML workflow.

Table 4. McNemar’s test result in HS.

<table>
<thead>
<tr>
<th></th>
<th>MTPML</th>
<th>RF</th>
<th>PMLI_NIR</th>
<th>PMLI_SWIR</th>
<th>PMLI_ND</th>
<th>PMLI</th>
</tr>
</thead>
<tbody>
<tr>
<td>MTPML</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PMLI_NIR</td>
<td>1.34</td>
<td>(N)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PMLI_SWIR</td>
<td>1.71</td>
<td>(N)</td>
<td>0.59</td>
<td>(N)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PMLI_ND</td>
<td>2.79</td>
<td>(S+)</td>
<td>1.48</td>
<td>(N)</td>
<td>0.78</td>
<td>(N)</td>
</tr>
<tr>
<td>PMLI</td>
<td>3.13</td>
<td>(S+)</td>
<td>2.02</td>
<td>(S+)</td>
<td>3.32</td>
<td>(S+)</td>
</tr>
<tr>
<td>SUPML</td>
<td>3.71</td>
<td>(S+)</td>
<td>3.02</td>
<td>(S+)</td>
<td>2.31</td>
<td>(S+)</td>
</tr>
</tbody>
</table>

Table 5. McNemar’s test result in GY.

<table>
<thead>
<tr>
<th></th>
<th>MTPML</th>
<th>RF</th>
<th>PMLI_NIR</th>
<th>PMLI_SWIR</th>
<th>PMLI_ND</th>
</tr>
</thead>
<tbody>
<tr>
<td>MTPML</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PMLI_NIR</td>
<td>1.41</td>
<td>(N)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PMLI_SWIR</td>
<td>1.51</td>
<td>(N)</td>
<td>0.28</td>
<td>(N)</td>
<td></td>
</tr>
<tr>
<td>PMLI_ND</td>
<td>1.54</td>
<td>(N)</td>
<td>1.00</td>
<td>(N)</td>
<td>0.00</td>
</tr>
<tr>
<td>PMLI</td>
<td>2.65</td>
<td>(S+)</td>
<td>1.15</td>
<td>(N)</td>
<td>1.04</td>
</tr>
</tbody>
</table>
5.4. Advantages and Limitations

This study proposes a new workflow, MTPML, for PML identification using multi-temporal Sentinel-2 images and proposes three new PML indices to discriminate PML and bare land. Compared with the existing PML identification literature using a single-temporal image or supervised classification methods, the MTPML workflow and PML indices proposed in this study have several advantages.

1. The MTPML workflow is specially designed to identify PML as the detectable temporal phases (plastic film stage) of PML change among the crop fields. The MTPML outperforms supervised classification methods when RF is used in both workflows as the classifier.

2. Compared with the PMLI proposed for detecting PML, the three new PML indices (PMLI_NIR, PMLI_SWIR, and PMLI_ND) proposed in this study are designed to discriminate PML from bare land, and the reflectance of multiple NIR band SWIR bands are combined to increase the separating capability between bare land and PML. Feature separability, importance, and PML identification accuracies show that the PMLI_NIR and PMLI_SWIR outperform PMLI. The PMLI_SWIR approach has the best performance because using the SWIR reflectance as the denominator further enlarge the discrimination of the index.

3. We propose a threshold-based method for each temporal phase. This method is easily implemented, and the PML identification performance of the threshold-based methods are only slightly lower than the RF approach.

4. It is notable that the PML identification rules and RF classifier are generated in HS and in GY and that no training samples are used. This proves that the rules generated in this study have good potential for white PML identification in other regions.

However, there are still some drawbacks of PML mapping using the MTPML workflow.

1. The data availability and preprocessing quality—although the temporal resolution of Sentinel-2 data is five days, the “data missing” problem still exists in the 15-day composited image time series [36]; therefore, if we cannot acquire the image during the detectable temporal phases, the PML pixels may be omitted. Furthermore, the quality of the image preprocessing may lead to PML identification uncertainty because the cloud pixels will be identified as PML if the cloud-mask fails to remove these pixels.

2. The threshold used for PML and bare land discrimination—the thresholds for identifying PML are calculated using the average and standard deviation of the PML samples, thus, the thresholds of the PML indices calculated in HS could be used for PML mapping in GY. However, the thresholds may still change in other study regions with different soil types, soil moisture, and soil organic matter content. Therefore, the rules (and particularly the thresholds) used in this study need to be further evaluated for other regions.

6. Conclusions

This study proposes a new workflow (MTPML) for PML identification, and the performance of the threshold-based approaches using three new PML indices with MTPML are tested. The experiments are carried out in two study regions with different climate and soil types and reach the following conclusions:

1. The MTPML workflow proposed in this paper identifies PML by merging PML identified in each temporal phase. The MTPML provides a solution to the problem that the detectable temporal phase of PML changes among fields. MTPML show good potential to identify PML because the identification accuracies of MTPML are 3%–5% higher than supervised classification when using RF as the classifier.

2. This study proposes three PML indices (PMLI_NIR, PMLI_SWIR, and PMLI_ND) for separating bare land from PML. All these indices have higher separability and importance than the multi-spectral bands and the existing PMLI. In addition, when using the MUPML workflow to identify PML, the threshold-based PMLI_SWIR approach has best PML identification performance (OA equal to 89.25%
and 85.27% in HS and GY) among the four threshold-based approaches. The accuracy is only slightly lower than that of the RF approach.

(3) The PML identification models based on MTPML are generated using training samples in HS, and these models have good potential to generate PML maps in GY (accuracies higher than 85%), which indicates that the rules proposed in this study have the potential to identify PML in other regions.

We recommend using the MTPML workflow with the PMLI_SWIR approach for regional PML mapping because the threshold-based PMLI_SW approach is easy to implement, and this approach has good PML identification accuracy. The threshold of this approach should be further evaluated in other regions to reduce the PML identification uncertainty caused by different soil types, moisture, and organic matter content.
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