Region Merging Method for Remote Sensing Spectral Image Aided by Inter-Segment and Boundary Homogeneities
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Abstract: Image segmentation is extensively used in remote sensing spectral image processing. Most of the existing region merging methods assess the heterogeneity or homogeneity using global or pre-defined parameters, which lack the flexibility to further improve the goodness-of-fit. Recently, the local spectral angle (SA) threshold was used to produce promising segmentation results. However, this method falls short of considering the inherent relationship between adjacent segments. In order to overcome this limitation, an adaptive SA thresholds methods, which combines the inter-segment and boundary homogeneities of adjacent segment pairs by their respective weights to refine predetermined SA threshold, is employed in a hybrid segmentation framework to enhance the image segmentation accuracy. The proposed method can effectively improve the segmentation accuracy with different kinds of reference objects compared to the conventional segmentation approaches based on the global SA and local SA thresholds. The results of the visual comparison also reveal that our method can match more accurately with reference polygons of varied sizes and types.
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1. Introduction

With the rapid development of high resolution remote sensing imaging techniques, geographic object-based image analysis (GEOBIA) has become a promising paradigm to extract accurate and reliable ground information from various detectors [1,2]. GEOBIA framework typically encompasses several sub-procedures such as image segmentation, geo-object recognition, feature extraction and image classification [3–9]. Image segmentation relies on the spectral or spatial knowledge to produce a spatial partition with contiguous and homogeneous characteristics to form the basis or information carrier for the following processing steps [10,11]. Thus, image segmentation plays a crucial role to impact on the overall performance of the GEOBIA in geographic information science.

In the past, edge-based [12] and region-based [13] partition strategies were proposed to implement the image segmentation. Edge-based algorithms fracture the underlying images based on perceivable edges inferred by the dissimilarity between neighboring pixels [12]. However, edge-based algorithms are sensitive to noise or texture variation, thus apt to render over-segmentation around textured regions [14]. On the other hand, region-based algorithms exploit homogeneity or heterogeneity
of adjacent regions to improve the robustness of the segmentation results against noise [13,15].

The segmentation errors of region-based algorithms often occur along the boundaries, which tend to bias the solution towards under-segmentation [16]. To take advantages from both sides, a set of hybrid segmentation methods have been proposed to jointly exploit the principles of edge-based and region-based algorithms [17–19].

Recently, a new hybrid framework, referred to as segment-merging method has been developed to solve for the segmentation problem. In its procedure, the edge information is first utilized to produce the initial partitions of the image, and then the region-based algorithms are used to conduct the merging stage based on the interior information within each patch. Benefitting from the complementation between the edge-based and region-based algorithms, the segment-merging method is deemed as a promising framework to explore the integral information in a geo-object way [16,20]. In the segment-merging method, the initial segmentation step can be implemented by a variety of methods, such as support vector machine [21], watershed transformation [22], superpixel method [23], fractal net evolution approach [24], mean-shift based method [25] and etc. During the subsequent merging process, merging order (MO) and merging criteria (MC) are two key factors to be considered in the algorithm design and optimization. According to the degree of strictness, MO can be classified in the order from relaxed to strict as follows: fitting, best fitting, local-mutual best-fitting and global-mutual-best fitting [26].

In practice, the merging algorithms can be optimized by relying on one or more MOs mentioned above [20]. Compared to MO, MC has a more significant influence on the performance of merging. Benz et al. concluded that the object feature heterogeneity used in MC should take into account the color and shape information [24]. He proposed an MC based on the heterogeneity of spectral and shape, which was adopted by the eCognition software. Following research found that the intra-segment homogeneity should not be neglected. For instance, He et al. and Wang et al. optimized the MC to encompass both intra-segment homogeneity and inter-segment heterogeneity [27,28]. Yang et al. proposed to design the MC based on only inter-segment homogeneity without the usage of heterogeneity characteristics [29]. In addition, boundary information has also been involved in the MC to support the image segmentation. Zhang et al. proved that adding the features of edge strength would help by avoiding under-segmentation. Chen et al. included the edge penalty and constrained spectral variance difference into the MC to consider the difference of spectral heterogeneity between two neighboring objects [15].

Nowadays, the segment-merging methods employing local spectral angle (SA) threshold as MC attract many scholars’ attention [29]. Compared with the conventional strategies using global SA threshold, these kinds of methods refine the preset threshold with local homogeneity to obtain adaptive local SA threshold. By these means, geo-objects with various sizes and types can be segmented correctly. However, most of the segment-merging methods with local SA threshold neglect the inherent relations among adjacent regions in determining the local MC.

This paper proposes to design an adaptive SA threshold based on both inter-segment and boundary homogeneities to improve the accuracy of segment-merging methods. The goal can be achieved by the following four steps. Firstly, the image is initially partitioned into regions using a watershed transformation [30]. Then, we assess the spectral distance between adjacent regions through their SA and construct an initial MC based on the preset SA threshold. After that, based on the suggestion in related works [29], the preset SA threshold is refined by the local homogeneity of adjacent regions, which is quantified by the weighted average of inter-segment and boundary homogeneities in terms of relative areas of the boundary regions and internal regions, to obtain the adaptive local SA threshold. Finally, the underlying regions are merged when the minimum spectral distance is less than the adaptive local SA threshold. The proposed algorithm will go over all regions and repeat the aforementioned steps to complete the merging stage and figure out the final image segmentation results.
2. Methodology

This section describes the proposed hybrid segment-merging method in four steps. First, we employed the watershed transformation method to accommodate the requirements of remote sensing image processing and obtain the initial segmentations. Secondly, we utilized the spectral distance between adjacent regions to represent their heterogeneity and employ a SA threshold that is affected by the local homogeneity as the MC. Thirdly, the local SA thresholds were refined based on the inter-segment homogeneities and boundary homogeneities. Finally, according to local mutual best-fitting strategy, regions were iteratively merged until no spectral distance exceeded the adaptive local SA threshold. The above framework is shown in Figure 1. In addition, we provide a method to evaluate the accuracy of the segmentation results.

![Figure 1](image_url)

**Figure 1.** The flowchart of the proposed segment-merging method. It shows the visual representation of its iterative process.

2.1. Initial Segmentation

As mentioned above, initial segmentation can be implemented by various methods, which can produce similar segmentation results. Here, we adopted the watershed transformation algorithm due to its advantage in detecting edge information through gradient image, which is suitable for the subsequent merging step and the comparison with relevant methods.
Most traditional watershed-transformation based methods were derived from a panchromatic image or a single band of multispectral image. As the spectral information plays an increasingly significant role in geoscience, researchers attempt to make full use of edge information in all spectral bands [31]. In the past, Yang et al. developed a multi-band watershed segmentation method [30] to compromise between a large amount of spectral information and computational complexity. Here, we follow the line of thought and acquire initial segmentation by the following steps.

Firstly, the scalar gradient value of each pixel is measured by the spectral distance with the consideration of all spectral bands. In spectral space, SA is considered as a common spectral distance metric [32]. The SA between two pixels is defined as:

$$\theta_{ab} = \cos^{-1} \frac{\sum_{l=1}^{L} a_l b_l}{\sqrt{\sum_{l=1}^{L} a_l^2} \sqrt{\sum_{l=1}^{L} b_l^2}}, \quad (1)$$

where $L$ is the number of spectral bands within the image $a_l$ and $b_l$ respectively represent the spectral response of two different pixels in the $l$th spectral band. The maximum SA for a given pixel located at $(x, y)$ is defined as:

$$M_{SA}(x, y) = \max_{i,j \in W(x,y)} \theta_{ij}, \quad (2)$$

where $\theta_{ij}$ stands for the spectral angle between any pair of adjacent pixels within a moving window $W$ (four or eight neighboring pixels) that is centralized at the coordinate $(x, y)$. The $M_{SA}$ denotes the magnitude of the scalar gradient.

Secondly, the gradient image was obtained. Using Equations (1) and (2), the spatial dimensions of images were scanned with the window, and gradient values corresponding to all pixels were obtained. These gradient values form a gradient map according to the spatial positions of their corresponding pixels.

Thirdly, a gradient image was segmented by the watershed transformation algorithm to get the initial segmentation [33]. In this step, we do not use any pre-processing method so as to obtain an over-segmentation result, which is required by the subsequent region merging step.

### 2.2. Merging Criteria

Relying on the region adjacent graph (RAG) proposed in [34], we defined the spatial adjacent regions and obtained their spatial relationships. Then the spectral distance between adjacent segments is defined as:

$$\theta_{(s_i, s_j)} = \cos^{-1} \frac{\sum_{l=1}^{L} (\bar{s}_i)_l (\bar{s}_j)_l}{\sqrt{\sum_{l=1}^{L} (\bar{s}_i)_l^2} \sqrt{\sum_{l=1}^{L} (\bar{s}_j)_l^2}}, \quad (3)$$

Compared to Equation (1), $a_l$ and $b_l$ are respectively replaced by $(\bar{s}_i)_l$ and $(\bar{s}_j)_l$ to represent the average spectral responses of the two segments $s_i$ and $s_j$. The $\theta_{(s_i, s_j)}$ can be expressed in the form of SA and its value varies from 0 degree to 90 degree. A lower value of $\theta_{(s_i, s_j)}$ means a smaller spectral distance and a lower heterogeneity between the adjacent segments.

Since spectral distance can measure the spectral similarity of adjacent segments, it can be used for region merging [29,30]. The spectral distances between each segment and its neighbors were calculated and the minimum spectral distance was selected. According to the MO of local-mutual best-fitting, if the spectral distance between segment $S_i$ and segment $S_j$ was the smallest of the spectral distances between them and their adjacent regions, segment $S_i$ and segment $S_j$ were mutually most similar to each other and selected as a pair of candidates to be merged.

When the spectral distance between adjacent regions was smaller than a metric, the adjacent segments were merged. Unlike other methods that use less intuitive metrics as MC [14,15,19], we employed an intuitive and physically-defined metric, SA as the MC. A preset SA threshold $\alpha$ was
needed to determine if the spectral distance between two segments is close enough for them to be merged. As concluded by Yang et al. [29], a higher SA threshold level should be applied to the homogenous segments than the heterogeneous segments during the region merging. The relationship between local homogeneity \( LH_i \) of segment \( i \) and its local SA threshold \( LSAT_{S_i} \) can be expressed as:

\[
LSAT_{S_i} = \frac{\alpha}{LH_i}.
\]  
(4)

2.3. Local Adaptive SA Threshold Aided by Inter-Segment and Boundary Homogeneities

In this section, we pay attention to the impact of inter-segment and boundary homogeneities on the local SA threshold, which is conceptually illustrated in Figure 2. Rectangles with dotted red frames represent the segments \( A_1 \) and \( A_2 \). \( \theta_{(A_1,B_1)} \) and \( \theta_{(A_2,B_2)} \) indicate the spectral distances of segment pairs \((A_1,B_1)\) and \((A_2,B_2)\) in the three rows, respectively. It is noted that \( \theta_{(A_1,B_1)} \) and \( \theta_{(A_2,B_2)} \) have the same and the smallest spectral distance \( \theta_{(A,B)} \) among their adjacent segments. In the first row, \( A_2 \) is more homogenous than \( A_1 \), therefore \( A_2 \) has a higher SA threshold for the subsequent merging operations \((LSAT_{(A_1,B_1)} < LSAT_{(A_2,B_2)})\). In the second row, the homogeneities of \( A_1 \) and \( A_2 \) are the same, but \( B_2 \) is more homogenous than \( B_1 \). Therefore, \((A_2,B_2)\) has a higher SA threshold for merging \((LSAT_{(A_1,B_1)} < LSAT_{(A_2,B_2)})\). Comparing the scenarios in the first and the second rows, we can conclude that the inter-segment homogeneity should encompass not only the object segment (like \( A_1, A_2 \)), but also its adjacent segments (like \( B_1, B_2 \)). In the third row, \((A_1,B_1)\) and \((A_2,B_2)\) have the same inter-segment homogeneity, but the boundary (rectangles with full red frames ) of \((A_2,B_2)\), which is defined as a set of pixels having a common edge between two adjacent segments, is more homogenous than that of \((A_1,B_1)\). Therefore, a higher threshold should be permitted \((LSAT_{(A_1,B_1)} < LSAT_{(A_2,B_2)})\). In the end, \( A_2 \) is merged with \( B_2 \) (due to \( \theta_{(A_2,B_2)} < LSAT_{(A_2,B_2)} \)), while \( A_1 \) is not merged with \( B_1 \) (due to \( LSAT_{(A_1,B_1)} < \theta_{(A,B)} \)). As shown in Figure 2 and the interpretation mentioned above, the inter-segment and boundary homogeneities of neighboring segments should be considered simultaneously in the region merging. Therefore, we modify Equation (4) to match our analysis above:

\[
LSAT_{(S_i,S_j)} = \frac{\alpha}{LH_{ij}},
\]  
(5)

where \( LH_{ij} \) is the homogeneity of adjacent segments \((S_i,S_j)\), and \( LSAT_{(S_i,S_j)} \) is the corresponding local SA threshold. Hereafter, the influence of homogeneity was quantified and modeled.

The homogeneity of the segment is evaluated by the standard deviation (STDV) of the averaged digital number (DN) value of all spectrum bands within the segment:

\[
T_{S_i} = SDTV\left(\frac{1}{L} \sum_{l=1}^{L} SR_l(p)\right),
\]  
(6)

where \( p \) is one of the pixels within the segment \( S_i \), \( SR_l \) is the spectral response of the pixel \( p \) in the spectral band \( l \). Noticed that a lower value of \( T_{S_i} \) indicates that \( S_i \) is a more homogenous segment. In the same way, inter-segment homogeneity between segment \( S_i \) and its adjacent segment \( S_j \) is given by:

\[
T_{S_i,S_j} = SDTV\left(\frac{1}{L} \sum_{l=1}^{L} .SR_l(p)\right).
\]  
(7)

The boundary homogeneity between \( S_i \) and its adjacent segment \( S_j \) is defined in a similar way:

\[
T_{B_{i,j}} = SDTV\left(\frac{1}{L} \sum_{l=1}^{L} SR_l(p)\right),
\]  
(8)

where \( B_{i,j} \) is the boundary region of segment \( i \) and segment \( j \).
A global homogeneity measurement was set as the summation of homogeneities of all initial segments weighted by their areas:

$$T_g = \sum_{n=1}^{N} A_{S_n} \times T_{S_n},$$  \hspace{1cm} (9)

where $A_{S_n}$ is the area of segment $S_n$, quantified by the number of pixels contained in the segment, and $N$ is the number of initial segments. In order to consider every segment equally, global homogeneity was divided by the sum of the areas of all segments to obtain the relative global homogeneity:
On the other hand, the local inter-segment homogeneity is defined as:

$$LIH_{S_i, S_j} = \frac{T_{S_i} S_j}{T_R}.$$  \hspace{1cm} (11)

The smaller value of $LIH_{S_i, S_j}$ meant less discrepancy between adjacent segments $(S_i, S_j)$. If segments $S_i$ and $S_j$ were merged, they would form a more homogenous region compared with other adjacent segments. So, higher local SA thresholds should be allowed for adjacent segments with smaller $LIH_{S_i, S_j}$. Different from the definition of local inter-segment homogeneity, local boundary homogeneity is defined as the ratio of the smoothness of the boundary region to the inter-segment homogeneity of its corresponding adjacent segments:

$$LBH_{S_i, S_j} = \frac{T_{B_{ij}}}{T_{S_i, S_j}}.$$  \hspace{1cm} (12)

where the smaller value of $LBH_{S_i, S_j}$ indicates that the boundary is a smoother transition region. Compared to a boundary with less homogeneity, merging the adjacent segments $(S_i, S_j)$ with a smaller $LBH_{S_i, S_j}$ will produce a better result. So, a higher local SA threshold should be allowed for those adjacent segments with smaller $LBH_{S_i, S_j}$.

Based on the above analysis of inter-segment and boundary region homogeneities, the local homogeneity is formulated as the weighted average of the former one and the latter one in terms of the relative areas of boundary regions and the internal regions of initial partitions:

$$LH_{i, j} = \frac{(A_{S_i} + A_{S_j})}{(A_{S_i} + A_{S_j} + A_{B_{ij}})} LIH_{S_i, S_j} + \frac{A_{B_{ij}}}{(A_{S_i} + A_{S_j} + A_{B_{ij}})} LBH_{S_i, S_j},$$  \hspace{1cm} (13)

Finally, the adjusted local SA threshold for adjacent segments is refined by Equation (5). It is shown that the adjacent segments with higher inter-segment and boundary homogeneities allow higher local SA thresholds, and are more likely to be merged with its adjacent segments.

2.4. Region Merging Using Adjusted Local SA Threshold

As described in Table 1, the only required input parameter of the proposed method was the preset SA threshold. Comparing the spectral distance with the local SA threshold of a pair of candidates, they will be merged if and only if $\theta_{(S_i, S_j)} \leq LSAT(S_i, S_j)$. In the end, the RAG was updated, and the aforementioned steps were repeated until no spectral distance of the adjacent segments exceeds their local SA thresholds. It is worth noting that the preset SA threshold needs to be varied from 1 to 10 (by interval of 1) to obtain the best-fitting segmentation.

The homogeneity of each segment and boundary was gradually decreased as the segments were iteratively merged. Consequently, the adaptive local SA thresholds decreased steadily and the merging process automatically converged to the final segmentation result.

2.5. Segment Evaluation

Numerous assessment methods have been proposed to evaluate the capability of image segmentation algorithms [35,36]. Among them, a region overlapping metric is often used due to
its accurate expression of the geometric discrepancy. According to Ref. [37], over-segment error (OSE) and under-segment error (USE) are defined as:

\[ OSE_i = \frac{S_{ij} \cap R_i}{S_{ij}}, \]  
\[ USE_i = \frac{S_{ij} \cap R_i}{R_i}, \]

where \( R_i \) is \( i \)th reference polygon, \( S_{ij} \) is overlapped area between \( R_i \) and the \( j \)th segment polygon. \( OSE_i \) and \( USE_i \) are defined within the range of \([0, 1]\), where 1 indicates perfect matched segments.

In GEOBIA, we need to make the one-to-one correspondence between the reference polygons and the corresponding segments [29], meaning that the most suitable segment must be selected to match each reference polygon from all candidates (anyone that overlaps that reference polygon). Therefore, the OSE and USE are combined to define the matching index (MI) to identify which candidate fits best to each reference polygon:

\[ MI_i = OSE_i \ast USE_i. \]  

In the above equation, \( MI_i \) varies from zero to one, where one indicates perfect overlapping and zero means no overlapping. The candidate polygon refers to the segment with the highest \( MI_i \) value among all candidates.

Since all fitting segments for the reference polygons are identified by Equation (16), the next question to solve is how to evaluate the global geometric discrepancy. In this paper, in order to make the evaluation results easy to compare with relevant papers [29] and the conclusions are more convincing, quality rate (QR) described by Weidner [38] is adopted and modified hereafter as following:

\[ QR = \frac{1}{N_r} \sum_{i=1}^{N_r} \left( 1 - \frac{\text{area}(S_i \cap R_i)}{\text{area}(S_i \cup R_i)} \right), \]

where \( N_r \) is the number of reference polygons. \( S_i \) refers to the candidate polygon corresponding to reference polygon \( R_i \). Note that although the areas of reference polygons were different, all of them were given the same weight. \( QR \) value varies linearly within the range \([0, 1]\). The lower value indicates less discrepancy with respect to the reference polygons, thus more accurate segmentation is obtained.

### Table 1. Algorithm for region merging using local spectral angle (SA) threshold aided by inter-segment and boundary homogeneities.

| Input data: Initial segmentation |
| Input parameter: Spectral angle \( \alpha \) |
| Procedure |
| (1) Generate RAG and search for the minimum spectral distance between each segment and its adjacent segments by Equation (3). If the spectral distance between segments are the minimum of each segment, they are selected as a pair of candidates to be merged. |
| (2) Calculate the homogeneity of every initial segment and the global relative homogeneity by Equations (6), (9), and (10). |
| (3) Calculate the homogeneity of adjacent segments and their boundaries by Equations (7) and (8). Further, calculate local inter-segment and boundary homogeneities according to Equations (11) and (12). |
| (4) Integrate local inter-segment homogeneity and boundary homogeneity into local homogeneity through Equation (13). |
| (5) Calculate the local SA threshold by Equation (5). \( S_i \) and \( S_j \) will be merged if and only if \( \theta(S_i, S_j) \leq LSAT(S_i, S_j) \). |
| (6) Repeat steps 1, 3–5 until there is no spectral distance of adjacent segments exceeding their local SA thresholds. |

End procedure.  
Output: Final segmentation result

### 3. Experiment Setups

In this section, we select a set of high resolution remote sensing images to validate the effectiveness of the proposed methods. For comparison, the relevant methods and their strategies are also described.
3.1. Data Sets

In order to accurately assess the relevant methods, various sizes and types of geo-objects are extracted from test images as references. Two experienced experts in geographical mapping were hired to conduct this work. First, they extracted the same set of certain references, then crossed check the marked images and selected the controversial references. Finally, they discussed the controversial ones and decided whose partition was more reasonable. To reduce the discrepancy, if they could not reach an agreement on a certain reference, this one will be discarded. In this way, the retained references avoid the influence of subjective effects.

Farmland division is a typical application scenario for image segmentation approaches. We chose a SPOT6 scene acquired on 15 December 2015, which was located in Al Wihda of Iraq. The size of the subset image consisted of $600 \times 600$ pixels with a spatial resolution of 6 meters. In addition, it contains blue (450–525 nm), green (530–590 nm), red (625–695 nm), and near infrared (760–890 nm) spectral bands. Figure 3a illustrates the false-color image with a combination of near infrared, red, and green spectral components as R, G, and B (on WGS84 UTM coordinate system). Figure 3b shows the ground truth segments of 50 reference geo-objects.

Urban geo-objected recognition is another significant application of the image segmentation methods. A Worldview 2 subset image with $600 \times 600$ pixels, acquired on 9 February, was selected as the typical image. The area captured by the image was located in Washington, DC, USA. It had a spatial resolution of 1.84 m and 8 spectral bands, including the coastal (400–450 nm), blue (450–510 nm), green (510–580 nm), yellow (585–625 nm), red (630–690 nm), red edge (705–745 nm), near infrared 1 (770–895 nm), and near infrared 2 (860–1040 nm) spectral bands. Figure 4a illustrates the false-color image with a combination of near infrared 1, red, and green as R, G, and B (on WGS84 UTM coordinate system). Figure 4b shows the ground truth segments of 50 reference geo-objects.

Compared with the above two applications, the segmentation of the ground objects in rural areas usually encounters problems of complex object types. A region called Rambla Can Bell near Barcelona was selected as the study area. Its remote sensing image (Figure 5a) was obtained by the SPOT6 satellite mentioned above on 7 December 2012 with a size of $1200 \times 1200$ pixels and a spatial resolution of 6 m. To evaluate the proposed method efficiently, two subareas images (Figure 5b,d) with a size of...
400 × 400 pixels were chosen. The ground truth segments of 25 reference geo-objects for each subareas image were shown in Figure 5c,e.

![Urban Image](image1)

**Figure 4.** Urban image used for experiments: (a) represents the false-color image of urban image. (b) shows the ground truth segments of the urban image.

![Rural Image](image2)

**Figure 5.** Rural image used for experiments: (a) overview of the rural area. It illustrates the false-color image with a combination of near infrared, red and green spectral components as R, G, and B (on WGS84 UTM coordinate system). (b,d) shows the false-color image of two subareas images T1 and T2. (c,e) shows the ground truth segments of each subarea image.

As shown in Figure 3b, Figure 4b and Figure 5c,e, compared to each image, we can notice that all images contain various sizes and types of geo-objects, which are sufficient to support the image segmentation. Among them, rural areas showed more types of geo-objects which indicates segmenting rural images is more challenging. Their basic information is provided in Table 2. Figure 6 exhibits the histograms to show the distribution of the areas of reference polygons in the farmland (Figure 6a), urban (Figure 6b), and rural (Figure 6c) images.
Figure 6. The distribution of the reference polygons: (a) the farmland area, (b) the urban area, (c) the rural area. The reference polygons were measured in pixels.
Table 2. The basic information of the farmland, the urban, and the rural images.

<table>
<thead>
<tr>
<th>Reference Polygon Numbers</th>
<th>Average Area (Pixel)</th>
<th>Min Area (Pixel)</th>
<th>Max Area (Pixel)</th>
<th>Main Land Cover Types of the Reference Polygons</th>
</tr>
</thead>
<tbody>
<tr>
<td>farmland</td>
<td>50</td>
<td>234.56</td>
<td>23</td>
<td>975 Building, Water Cropland, Open field</td>
</tr>
<tr>
<td>urban</td>
<td>50</td>
<td>369.39</td>
<td>12</td>
<td>2006 Building, Road, Woods Open field, Asphalt</td>
</tr>
<tr>
<td>rural</td>
<td>50</td>
<td>175.34</td>
<td>14</td>
<td>825 Building, Open field, Woods Asphalt, Grass, Water, Cropland</td>
</tr>
</tbody>
</table>

3.2. Methods for Comparison

To the best of our knowledge, the method proposed in [29] was the first one focusing on how to merge initial segments based on the local SA thresholds. Thus, we compare the proposed method in this paper to that in [29]. Yang et al. described the relation of local homogeneity and local SA threshold by Equation (4). The $LH_i$ can be formulated as:

$$LH_i = \frac{T_{S_i}}{T_{Rg}}. \quad (18)$$

A lower value of $LH_i$ indicates that $S_i$ is a more homogeneous region and deserves a higher local threshold.

A global SA threshold method was also fulfilled in a similar way as typical methods [6,24]. By setting $LH_i$ in Equation (4) to be 1, the global SA threshold $GSAT$ is deduced:

$$GSAT = \alpha. \quad (19)$$

It is noticed that the global SA threshold method neglects the influence of the interior and boundary information on region merging, and the accuracy of the method only relies on the preset threshold $\alpha$.

4. Results

In this section, we assess and compare the performance of the global SA threshold (hereinafter referred to as GSA) method, local SA threshold (hereinafter referred to as LSA) method and adaptive local SA threshold aided by inter-segment and boundary homogeneities (hereinafter referred to as LSAH) method. The effectiveness of the proposed method is proved by both indicator evaluation and visual evaluation.

4.1. Farmland Area

According to the evaluation of QR shown in Figure 7, the best segmentation was obtained when the preset SA ($\theta_b$) were 3, 3 and 4, respectively, for GSA, LSA, and LSAH methods. Compared to the GSA and LSA methods (QR: 0.2362 and 0.2128), the LSAH method (QR: 0.1637) reduced the discrepancy in areas by 0.0725 and 0.0491. In addition, the LSA method was more accurate than the GSA method (QR of 0.2128 vs. 0.2362). The best segmentation results obtained by the aforementioned three methods were selected for detailed analysis on the MI and QR values of every reference polygons, where the MI and QR values were calculated by Equations (16) and (17). As shown in the first column of Figure 8, the scatter plots were produced by adopting the MI and QR values of all candidate polygons. In the second and the third columns of Figure 8, the reference polygons were drawn according to different values of MI and QR respectively.
Figure 7. The quality rate (QR) values of the farmland image. It shows the QR values with respect to the preset spectral angle (SA) threshold for the three methods mentioned above.

Figure 8. Evaluation for the best corresponding segment of farmland image. From the first to the third row, the figures correspond to evaluation results produced by the global SA (GSA), local SA (LSA) and adaptive local SA threshold aided by inter-segment and boundary homogeneities (LSAH) methods. The first column (a,d,g) shows the scatter plots for QRs and matching indices (MIs). The second (b,e,h) and the third columns (c,f,i) represent the MIs and QRs for each candidate polygon, respectively.
To further evaluate the three segmentation methods, two subsets were selected from image for visual comparison. Each reference polygon and the corresponding segment in the two subsets were labeled with a yellow solid line and a white solid line, respectively. As can be seen from the segmentation results of GSA method and LSA method, although they can successfully recognize some references, over-segment (Figure 9c,f) and under-segment (Figure 9b,g) still exist. As for the LSAH method, it performs better than GSA and LSA methods, because it can distinguish geo-objects of different types and sizes well (Figure 9d,h), and the segments produced by it were closer to the reference objects.

![Figure 9. Subsets of the farmland image. The reference polygons are shown in (a,e) and the best corresponding segments of the GSA, LSA, and LSAH methods are respectively shown in (b,f), (c,g), and (d,h).](image)

4.2. Urban Area

As shown in Figure 10, according to the evaluation of QR value, the GSA, LSA and LSAH methods obtained the best segmentation when the preset SA ($\theta_b$) were 3, 2 and 4 respectively. Compared to the GSA and LSA methods (QR: 0.2275 and 0.1945), the LSAH method (QR: 0.1615) reduced the discrepancy in area by 0.066 and 0.033. Moreover, the LSA method performed better than the GSA method (QR of 0.1945 vs. 0.2275). To further describe and analyze the MI and QR values of each reference polygon when the three methods obtained the best segmentation results, the scatter plots were produced in the first column of Figure 11 and the reference polygons were colored in the second and third column of Figure 11 according to corresponding MI and QR values.

![Figure 10. The QR values of the urban image. It shows the QR values with respect to the preset SA threshold for the three methods mentioned above.](image)
Figure 11. Evaluation for the best corresponding segment of urban image. From the first to the third row, the figures correspond to evaluation results produced by the GSA, LSA, and LSAH methods. The first column (a,d,g) shows the scatter plots for QRs and MIs. The second (b,e,h) and the third columns (c,f,i) represent the MIs and QRs for each candidate polygon, respectively.

In order to compare the segmentation results in a direct visual sense, we chose three subset images from the segmentation results and labeled each reference polygon with a yellow solid line and each corresponding segment with a white solid line. The GSA method performed worse than LSA because of one of the rooftops in Figure 12b was under-segmented while it was matching with the reference one in Figure 12c. LSAH method was the only one that produced the matching tree-crown and building in Figure 12d,l, while GSA over-segment the asphalt and woods in Figure 12b,j, and LSA under-segment the tree-crown in Figure 12c but over-segment the building in Figure 12k.

4.3. Rural Area

As indicated by the QR values of the three methods in Figure 13, the GSA and the LSA methods obtained the best segmentation when the preset SA ($\theta_b$) were 3 at the same time, while the LSAH method obtained the best segmentation when the preset SA was 5. Compared to the GSA and LSA methods (QR: 0.3778 and 0.3277), LSAH received the best evaluation (QR:0.2711) which reduced the discrepancy in area by 0.1067 and 0.0566. Consistent with the results above, the LSA method was more accurate than the GSA method (QR of 0.3277 vs. 0.3778). The best segments of the three methods were further analyzed and displayed by the MI and QR values of every reference geo-objects. The scatter
plots were produced in the first column of Figure 14 and reference polygons were drawn in the second and the third columns of Figure 14.

Figure 12. Subsets of the urban image. The reference polygons are shown in (a,e,i) and the best corresponding segment of the GSA, LSA, and LSAH methods are respectively shown in (b,f,j), (c,g,k), and (d,h,l).

Figure 13. The QR values of the rural image. It shows the QR values with respect to the preset SA threshold for the three methods mentioned above.
Figure 14. Evaluation for the best corresponding segment of the rural image. The figures of the first three rows and the last three rows correspond to the evaluation results produced by the GSA, LSA, and LSAH methods of the subareas T1 and T2. The first column (a,d,g,j,m,p) shows the scatter plots for QRs and MIs. The second (b,e,h,k,n,q) and the third columns (c,f,i,l,o,r) represent the MIs and QRs for each candidate polygon, respectively.
In Figure 15, two subgraphs were selected from the segmentation results of T1 and T2 for visual comparison, respectively. We labeled each reference polygon with a yellow solid line and each corresponding segment with a white solid line. In the first and fourth row of Figure 15, the GSA method over-segmented the cropland and grass while LSA and LSAH methods obtained relatively matching segmentations compared to reference polygons. In the second and third rows of Figure 15, buildings and woods were segmented well using LSAH method. In contrast, some of these areas were under-segmented by GSA method in Figure 15f,j, and the segmentation results produced by LSA method showed both over-segmentation and under-segmentation in Figure 15g,k.

Figure 15. Subsets of the rural images T1 and T2. The reference polygons shown in (a,e) are selected from T1, and the reference polygons shown in (i,m) are selected from T2. The best corresponding segments of the GSA, LSA, and LSAH methods are respectively shown in (b,f,j,n), (c,g,k,o), and (d,h,l,p).

5. Discussion

Geo-objects of different sizes and types have to be recognized in different GEOBIA applications [39–42]. Therefore, image segmentation which is a necessary prerequisite step in GEOBIA and has a significant influence on the subsequent image processing should be able to solve the above problem. Recent years, researchers have focused on multiscale segmentation methods [10,43,44]. There is a strategy among them referred to as segment-merging which employs the edge information to produce initial partitions and then uses the interior information to conduct the merging stage and
produce promising results. Under this framework, we utilized the watershed transformation to acquire initial segments and the SA threshold to guide region merging. In particular, we study the effect of inter-segment and boundary region homogeneities on local SA threshold and proved the superiority of the proposed method over GSA and LSA methods.

As observed from Figures 7, 10 and 13, although the GSA, LSA and LSAH methods start from the same initial segments, the latter two methods perform better than former when they were optimally segmented, and most of their performance is better at other SA thresholds. This indicates the importance and effectiveness of considering homogeneity during the region merging process using SA thresholds. For the latter two methods, although they all consider the homogeneity of segments, the LSAH method achieves better segmentation than the LSA method. This proves the superiority of refined the local SA threshold by inter-segment and boundary region homogeneities weighted by its relative area.

As shown in Figures 8, 11 and 14, the MI and QR values of the above three methods perform differently as the size of geo-objects increases. Although the GSA method performs worse than the latter two, its performance is relatively stable. Because it judges whether adjacent regions should be merged by comparison of values of preset SA threshold and spectral distance metric between regions, which is not susceptible to the size of geo-objects. For the latter two, the LSA method is more sensitive to the sizes of reference polygons when their areas were small. This may be due to the fact that merging criteria of the LSA method was limited only by internal homogeneities of regions when the preset SA is determined, while the internal homogeneity is easily affected by the aberration-like phenomenon when region area is small. LSAH is more robust to this phenomenon due to the additional consideration of the homogeneity of adjacent regions and boundaries.

As can be seen from the visual comparison, such as the cropland and the building in Figure 9a, the roof and asphalt in Figure 12i, the woods and open field in Figure 15i, the LSAH method was able to delineate the more various size of geo-objects in different applications compared to the GSA and LSA methods. It can also be seen in the scatter plots of the first column of Figures 8, 11 and 14 that the MI and QR values of the LSAH method were more robust to the variation of sizes of reference polygons than the GSA and LSA methods. Therefore, we intuitively believed that the LSAH method has the ability to delineate small and large geo-objects simultaneously in different scenes and that this ability is stronger than the other two methods. To further support this view, we calculated the standard deviations of segment sizes of the best segmentations obtained by GSA, LSA, LSAH methods for farmland area, urban area and rural area, respectively (Figure 16). Compared to the results of all methods, LSAH has the highest standard deviation in each study area, which means it can divide the image into more different sizes. In addition, it should be noted that the standard deviation of the three methods is very close, which explains from another side why the QR values of the three methods do not show obvious differences.

For GSA method, which is guided by the preset SA threshold, lower SA threshold should be generated to prevent dissimilar adjacent regions from merging, and a higher SA threshold should be generated to encourage similar adjacent regions to merge. As for the LSA method, the adaptive SA threshold is only affected by the interior region homogeneities and not reflects the discrepancy between adjacent regions. This results in the same adaptive SA threshold for any region and its different adjacent regions, which may not effectively prevent inappropriate merging. In contrast, the LSAH method considers the inter-segment homogeneities and boundary homogeneities of the regions comprehensively. So that it can produce different adaptive SA thresholds for any region and its different adjacent regions to better describe the influence of the discrepancy between adjacent regions on the SA threshold. In this way, the occurrence of erroneous merges was prevented to some extent and leads to better performance under the QR criterion. The success of the LSAH method shows that it is a better solution than the GSA and LSA methods for evaluating the homogeneity of regions by combining boundary homogeneity and inter-segment homogeneity.
Figure 16. Standard deviations of segment sizes by the GSA, LSA, and LSAH segmentations for the farmland, urban, and rural area, respectively.

6. Conclusions

In this paper, we propose a region merging method guided by Local SA thresholds. This method assigns an adaptive spectral angle threshold to each pair of adjacent segments according to the variation of a preset spectral angle threshold which affected by the homogeneity of adjacent segments and boundary regions. Our work can be summarized as follows: based on the initial segments obtained by watershed transformation, we employ the RAG to define adjacent regions; next, we quantized the spectral distance and set an initial SA threshold; then, the preset SA threshold is refined by the local homogeneity of adjacent regions, which is quantified by the weighted average of inter-segment and boundary homogeneities in terms of relative areas of the boundary regions and internal regions to obtain adaptive local SA thresholds; after that, the underlying region is merged when the minimum spectral distance is less than the adaptive local SA threshold; finally, the proposed algorithm will scan all regions and repeat the aforementioned steps to complete the merging stage and figure out the final image segmentation results. The superiority of the proposed method over GSA and LSA methods was verified in the typical applications of remote sensing. Experiment results also reveal that the proposed method can effectively recognize different kinds and types of reference objects, which illustrates its potential to benefit many subsequent applications in GEOBIA framework.

However, just like commonly refined threshold methods, it still needs more research on how to automatically select the optimal preset SA threshold, which could further promote this kind of method to be an unsupervised strategy. Other issues that need to be discussed are how to balance the weights between inter-segment homogeneity and boundary homogeneity in region merging and how to utilize other metrics to evaluate local homogeneity.
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