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Abstract: Sparse representation classification (SRC) is being widely applied to target detection in hyperspectral images (HSI). However, due to the problem in HSI that high-dimensional data contain redundant information, SRC methods may fail to achieve high classification performance, even with a large number of spectral bands. Selecting a subset of predictive features in a high-dimensional space is an important and challenging problem for hyperspectral image classification. In this paper, we propose a novel discriminant feature learning (DFL) method, which combines spectral and spatial information into a hypergraph Laplacian. First, a subset of discriminative features is selected, which preserve the spectral structure of data and the inter- and intra-class constraints on labeled training samples. A feature evaluator is obtained by semi-supervised learning with the hypergraph Laplacian. Secondly, the selected features are mapped into a further lower-dimensional eigenspace through a generalized eigendecomposition of the Laplacian matrix. The finally extracted discriminative features are used in a joint sparsity-model algorithm. Experiments conducted with benchmark data sets and different experimental settings show that our proposed method increases classification accuracy and outperforms the state-of-the-art HSI classification methods.
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1. Introduction

In recent years, hyperspectral image (HSI) analysis has received an increasing amount of interest among the remote sensing community, such as military investigation, agriculture, mineralogy, surveillance, and chemical imaging. Each pixel in a hyperspectral image is captured from hyperspectral sensors containing hundreds of contiguous spectral channels (termed as bands) over a wide range of the electromagnetic spectrum. This brings target classification advantages when identifying the target of interest in a hyperspectral scene by exploiting the spectral signatures of the materials.

To accurately classify a target, numerous advanced approaches have been proposed for hyperspectral image classification [1–8]. A number of statistical hypothesis testing techniques [9–12] have also been proposed for target detection in HSI, such as the spectral matched filter (SMF), matched subspace detectors (MSDs) [13], adaptive subspace detectors (ASDs) [12], Reed-CXiaoli (RX) anomaly detector [14,15], kernel RX [16,17], and traditional Gaussian and linear mixture models. In cases where target information exists, these target detection algorithms usually try to match the target’s signature distribution to the suspect pixel and suppress the background. However, these methods are not robust in low contrast and local noise situations, which leads to inaccurate results on target detection. Meanwhile, support vector machines (SVM) [18–21] are found to be highly effective for supervised hyperspectral classification, where the classifier is trained by solving an optimization function. Recently, sparse representation (SR) algorithms [22–26] have been applied to tackle the HSI task. Chen et al. [27] proposed the pixelwise-based SR technique for HSI target detection. However, this detection technique...
is performed for each pixel in the test image independently, regardless of the spatial correlation of neighboring pixels. To exploit this crucial interpixel correlation, some additional smoothing terms, such as the Laplacian [28] or total variation [29], were added in the optimization formulation. On a different note, the joint SR [30–32] that incorporates interpixel correlation information of neighborhoods was proposed to further improve classification performance.

The abundance of information provided by hyperspectral data can be leveraged to enhance the ability to classify and recognize materials. However, this high dimensionality of hyperspectral data leads to a huge increase in the computational complexity of classification. Moreover, since there is a high likelihood of redundancy between the spectral features, it has a negative impact on classification accuracy. Some features contain less discriminatory information than others, which are not useful for producing a desired learning result, and the limited observations may lead the learning algorithm to overfit to the noise. Therefore, to achieve an excellent classification performance, a dimensionality reduction (DR) [33–36] procedure is required before training the classifier, which is used to reduce computational complexity and improve classification accuracy. The common dimensionality reduction method can be summarized as feature selection and feature extraction. Feature selection methods [37–40] attempt to identify a subset of features that contain the fundamental characteristics of the data. The removal of multi-collinearity can improve the interpretation of the data. Most of the feature selection methods are based on feature ranking, which construct and evaluate an objective matrix based on various criteria, such as dependence measures [41–43], class separability measures [44–46], distance measures, and information measures. Feature extraction methods [47–49], such as principal component analysis (PCA) [50], independent component analysis (ICA) [51], non-negative matrix factorization (NMF), locality preserving projection (LPP) [52,53], linear discriminant analysis (LDA) [54], generalized discriminant analysis (GDA), Fisher discriminant analysis (LFDA), canonical correlation analysis (CCA), and local discriminant embedding (LDE), project the high-dimensional data into a low-dimensional feature space, while preserving the discriminative information of different classes.

In addition, extensive work has been done to make full use of the spectral–spatial information in hyperspectral images. For instance, dimensionality reduction methods have been proposed for the integration of spatial and spectral information in hyperspectral feature learning. Thus, the structure of the manifold could be preserved in the resulting features for classification, as evident in methods such as watershed [55], clustering [56], hierarchical segmentation [57], minimum spanning forest [58,59], and probabilistic modeling [60–66] methods.

Taking these into consideration, we propose a discriminant feature learning scheme for hyperspectral image classification based on sparse representation, which considers the spectral and spatial knowledge to achieve the low-dimensional representations of hyperspectral image data. The proposed method includes two main strategies for reducing features: firstly, it employs the spectral knowledge to select a low-dimensional discriminant subset of spectral features from the original high-dimensional feature set, based on feature score ranking. Secondly, the discriminant subset is fused and projected onto a Laplacian eigenspace to further reduce dimensionality and preserve properties of the low dimensional manifold by integrating both the spatial and spectral knowledge in a hypergraph. Finally, the simultaneous joint sparse representation algorithm is exploited to obtain the representation of the pixels. The recovered sparse errors are used for determining the label of the pixels. The main contribution of this work is summarized as follows: (1) a new feature evaluator is obtained based on a graphical model with semi-supervised learning and used for the selection of discriminative hyperspectral bands; (2) low-dimensional spectral–spatial features are acquired through a generalized eigen decomposition of a Laplacian matrix of the selected bands; and (3) the learned low-dimensional features improve the performance of classification due to the dimensionality and redundancy reduction.

The remainder of this paper is organized as follows. Section 2 presents a brief recapitulation of the proposed evaluator for the discriminant feature learning. Section 3 elaborates our proposed hyperspectral image classification framework using discriminant feature learning and the simultaneous
joint sparsity classification. Section 4 contains experimental work and Section 5 discusses the implementation of our method, followed by the conclusion (Section 6).

2. Evaluator for Discriminant Feature Learning

The first step in feature learning is to search for the best subset of attributes in a dataset. An effective feature evaluator is crucial for a feature selection algorithm. In this paper, we propose to evaluate features based on a semi-supervised graph-based Laplacian model.

Our feature evaluator is based on the graph theory. We briefly review a precise notion for a graph that we work with, in which a hypergraph \( G = (V, E) \) consists of vertices (nodes) \( V \) and edges \( E \). An edge \( e \), spanning two nodes \( v_i \) and \( v_j \), is denoted by \( e_{ij} \). A graph assigns a value to each edge, called a weight.

Notate a hyperspectral training dataset from \( C \) classes as \( X^{\text{train}} = \{ (x_i, y_i) \}_{i=1}^{N^{\text{train}}} \), where \( x_i \in \mathbb{R}^d \) is a training sample and \( y_i \in \{1, 2, \ldots, C\} \) is the class label of the sample. Based on the weighted connection graph, the estimation of the probabilities of the samples belonging to a class can be solved by minimizing the following energy function:

\[
E = \frac{1}{2} \sum_{i,j=1}^{N^{\text{train}}} W_{ij} (p_i - p_j)^2 = p^T L p,
\]

(1)

where \( p_i \) denotes the probability of node \( i \), \( W \) and \( L \) denote the adjacency matrix and Laplacian matrix of a graph.

Our evaluator for discriminant feature learning consists of the following steps:

Step 1 Building a Laplacian hypergraph of hyperspectral data

To preserve the spectral domain similarity and diversity information in the case of limited training samples, we put an edge between nodes \( v_i \) and \( v_j \) in the following two cases:

- Inter-class adjacency connection: \( x_i \) and \( x_j \) are from the same class, i.e., \( y_i = y_j \);
- Intra-class adjacency connection: \( x_i \) and \( x_j \) are from the different class, i.e., \( y_i \neq y_j \), but they are mutually in the \( k \) nearest neighbors of each other in the original hyperspectral space.

The edge weight is defined by:

\[
w_{ij} = \exp(-\beta \|x_i - x_j\|^2),
\]

(2)

where \( \beta \in [0, 1] \) is the free heat kernel parameter. We have found it useful to normalize the square spectral similarity \( \|x_i - x_j\|^2 \forall e_{ij} \in E \) before the application of Equation (2). The corresponding affinity matrix \( W \) is used to generate the graph Laplacian matrix \( L \). The Laplacian matrix is defined as:

\[
L = D - W,
\]

(3)

where \( D \) is the degree matrix, in which \( D_{ij} = \sum_j W_{ij} \) is the node degree for all edges \( e_{ij} \) incident on \( v_i \).

The Laplacian matrix \( L \) naturally incorporates the intrinsic spectral knowledge into the hypergraph. It covers all the possible intra-classes and inter-classes defined on the possible feature subset, while measuring the goodness of the classes. Meanwhile, it preserves the data diversity, and overcomes the singularity in the case of limited training samples.

Step 2 Semi-supervised classification based on the Laplacian model

Partition all training sample nodes into two sets: the labeled nodes \( V_M \) and unlabeled validation nodes \( V_U \). Therefore, the energy function in Equation (1) can be reformulated as follows:
Algorithmic procedure is formally stated in Algorithm 1. The procedure started with the full set of features. At each step, it sequentially removed the least possible feature subset which minimizes the error rate. Using a similar principle, we introduced a novel feature selection method in a backward elimination search manner, which ranked subset of features finding the one which minimizes the error rate. Using a similar principle, we introduced a novel feature selection method in a backward elimination search manner, which ranked subset of features finding the one which minimizes the error rate. Using a similar principle, we introduced a novel feature selection method in a backward elimination search manner, which ranked subset of features finding the one which minimizes the error rate. Using a similar principle, we introduced a novel feature selection method in a backward elimination search manner, which ranked subset of features finding the one which minimizes the error rate. Using a similar principle, we introduced a novel feature selection method in a backward elimination search manner, which ranked subset of features finding the one which minimizes the error rate.

\[
E = \left[ (p_M)^T (p_U)^T \right] \begin{bmatrix} L_M & B \\ B^T & L_U \end{bmatrix} \begin{bmatrix} p_M \\ p_U \end{bmatrix},
\]

where \( p_M \) and \( p_U \) correspond to the probabilities of the labeled and unlabeled validation samples, respectively. Finally, the probabilities of the unlabeled samples \( p_U \) can be calculated by the following equation:

\[
L_U p_U = -(B)^T p_M. 
\]

Extending the above notion to a set of classes, the solution to the combinatorial problem can be obtained by solving:

\[
L_U p_U = -B^T p_M. 
\]

\( p_U \) and \( p_M \) have \( C \) columns each, being \( p_U \) and \( p_M \), respectively. By assigning each validation sample to the class label for which the greatest probability is calculated, a final classification could be obtained.

\[
\text{Class}(x_U) = \arg\max_{c=1,2,...,C} p_U(:,c). 
\]

**Step 3** Evaluating features based on the classification results

Computing the classification accuracy on the unlabeled validation set gives the score on this possible feature subset \( X \):

\[
\text{Evaluator}(X) = \frac{TP(x_U, \text{Class}(x_U)) + TN(x_U, \text{Class}(x_U))}{\text{num}_U},
\]

where \( TP \) and \( TN \) are the numbers of true positive and true negative sample in the validation dataset, separately. \( TP + TN \) is the total number of correct classifications. \( \text{num}_U \) is the number of the unlabeled validation set. This accuracy rate is used as the evaluator score.

3. Proposed Method

Figure 1 shows the schematic of the proposed discriminant feature learning (DFL) method for hyperspectral image classification. Firstly, a discriminative feature subset was selected based on the proposed evaluator. Furthermore, the selected features were projected onto a low-dimensional Laplacian eigenspace. Then, the simultaneous joint sparsity-based classification algorithm was exploited to obtain the sparse representation of the pixels. Finally, the recovered sparse errors were used for determining the label of the pixels. In the following section, we introduce the discriminant feature learning and the simultaneous joint sparsity-based classification.

![Figure 1](image-url)  
**Figure 1.** The whole procedure of our proposed method.

3.1. Discriminant Feature Learning

As shown in Figure 1, the proposed DFL method firstly selected a subset of discriminative features, which can preserve the intrinsic spectral structure of the unlabeled pixels as well as the inter-class and intra-class constraints defined on the labeled pixels. To incorporate the spatial information,
selected features were mapped into a further lower-dimensional eigenspace through a generalized eigendecomposition of the Laplacian matrix.

3.1.1. Discriminant Feature Selection

Our goal was to reduce the dimensionality of the data by finding a subset of discriminative features that have good classification performance. The simplest algorithm is to test each possible subset of features finding the one which minimizes the error rate. Using a similar principle, we introduced a novel feature selection method in a backward elimination search manner, which ranked the features based on the Laplacian graph model.

The procedure started with the full set of features. At each step, it sequentially removed the least significant feature in the current dataset via the aforementioned Laplacian evaluator criterion. The algorithmic procedure is formally stated in Algorithm 1. (Algorithm 1. Discriminant feature learning via backward elimination.)

\begin{algorithm}
\caption{DFL via Backward Elimination}
\begin{algorithmic}
\State \textbf{Input:} Training set $X_{\text{train}} = \{(x_i, y_i)\}_{i=1}^{N_{\text{train}}}$, \(x_i \in \mathbb{R}^d\)
\State Number of selected bands \(m \) (\(m < d\))
\State \textbf{Output:} Band index set \(\Lambda \in \mathbb{R}^m\)
\State Initialize: Candidate subset \(J_0 = X_{\text{train}}, \text{Index set } \Lambda_0 = \{1, \ldots, d\}, k = 0\)
\While stopping criterion \((m = d - k)\) has not been met
\State 1. Find the least significant feature with index \(j^- = \arg\max_{j \in \Lambda_{k-1}} \text{Evaluator}(J_{k-1} - x_j)\)
\State 2. Update index set \(\Lambda_k = \Lambda_{k-1} - \{j^-\}\)
\State 3. Update candidate subset \(J_k = J_{k-1} - x_{j^-}\)
\State 4. Update \(k = k + 1\)
\EndWhile
\State \(\Lambda = \Lambda_k\)
\end{algorithmic}
\end{algorithm}

The spectral bands selected by the backward elimination search strategy were optimal in terms of classification performance. In addition, the selected discriminative feature subset can preserve the inter- and intra-class variance in the data due to the semi-supervised classification in the evaluator.

However, this spectral selection method does not consider the spatial information of the hyperspectral data.

3.1.2. Discriminant Feature Fusion

To integrate the underlying spatial structure information into the classification of a hyperspectral image in the selected discriminant feature space, the image was considered as a hyper-graph, where each pixel was associated with a node and a connectivity structure was imposed. This hyper-graph can model the local geometric structure and a spectral–spatial analysis can be performed on the adjacency matrix of the weighted graph.

Consider a hyper-graph with vertices, each vertex representing a hyper pixel. Let \(W_{ij}^\Lambda = \exp\left(-\beta \|x_i^\Lambda - x_j^\Lambda\|^2\right)\) be the weight of the edge between adjacent pixels \(i\) and \(j\) in a small neighborhood, where \(\Lambda\) stands for the discriminative subset indexes corresponding to the original spectral band numbers. To incorporate the spatial information, we fused the selected discriminant features into a new low-dimensional feature space so that neighboring pixels stayed as close together as possible. The new features \(f\) can be obtained through minimizing the following objective function \([47]\):

$$
\sum_{i,j=1}^{N} (f_j - f_i)^2 W_{ij}^\Lambda. \quad (9)
$$
The objective function incorporates local spatial information through the adjacency relations of neighboring pixels. In addition, it preserves spectral information by ensuring that if \( x^\Lambda_i \) and \( x^\Lambda_j \) are close then \( f_i \) and \( f_j \) are close as well. With some simple algebraic formulations, we have:

\[
\sum_{i,j=1}^{N} (f_i - f_j)^2 W^\Lambda_{ij} = \sum_{i=1}^{N} f_i^T D^\Lambda_d f_i + \sum_{j=1}^{N} f_j^T D^\Lambda_d f_j - 2 \sum_{i,j=1}^{N} f_i^T W^\Lambda_{ij} f_i ,
\]

where \( D^\Lambda \) is the degree matrix and \( L^\Lambda \) is the Laplacian matrix in the discriminative feature subset. Finally, the solution to minimizing Equation (10) is:

\[
f^* = \text{argmin} f^T D^\Lambda f = \text{argmin} \frac{f^T L^\Lambda f}{f^T D^\Lambda f}.
\]

The optimal discriminant feature fusion map \( f^* \) can be obtained by solving the following generalized eigen problem:

\[
L^\Lambda f = \lambda D^\Lambda f.
\]

From the graph partitioning perspective, our method tried to find the optimal cut of the Laplacian graph using the generalized eigendecomposition. \( f \) reflects the eigenvector of the above generalized eigenvalue problem with respect to the smallest \( k \) eigenvalue and the \( k (k < m < d) \) is the intrinsic dimensionality of the data in eigenspace. As a result, the final discriminative features \( f \in \mathbb{R}^{k \times N} \) were the eigenvectors associated with the smallest eigenvalues, which were directly used for the sparsity-based classification.

### 3.2. Simultaneous Joint Sparsity-Based Classification

As described in last section, the low \( k \)-dimensional discriminative feature \( f = [f_1, f_2, \ldots, f_N] \in \mathbb{R}^{k \times N} \) could be obtained from the original high \( d \)-dimensional hyperspectral data. Furthermore, the corresponding \( k \)-dimensional discriminative training set \( A = \{[f_i, y_i]\}_{i=1}^{N_{\text{train}}} \) could be archived, where \( y_i \in \{1, 2, \ldots, C\} \) and \( C \) is the number of distinct classes. Let \( z = f_i \) be a \( k \)-dimensional unknown test sample in the discriminant feature fusion map. Based on a pixelwise sparsity model, \( z \) can be written by:

\[
z = A^1 \alpha^1 + A^2 \alpha^2 + \ldots + A^C \alpha^C = \begin{bmatrix} \alpha^1 \\ \vdots \\ \alpha^C \end{bmatrix} = A \alpha,
\]

where \( A = \{A^c\}_{c=1,2,\ldots,C} \) is a structured dictionary consisting of training samples from all classes, and \( A^c \) is a class subdictionary whose columns are the training samples in the \( c \)-th class; \( \alpha \) is a sparse vector formed by concatenating the sparse vectors \( \{\alpha^c\}_{c=1,2,\ldots,C} \). However, a pixelwise sparsity model for classification in hyperspectral data focuses on analyzing the data without incorporating information on the spatially adjacent data.

To incorporate the contextual information within the neighboring pixels into the pixelwise sparsity model, we exploited the simultaneous sparsity model as our classifier. In this work, HSI pixels in a small spatial neighborhood were approximated by a sparse linear combination of a few common atoms from a given structured dictionary, but these atoms were weighted with a different set of coefficients for each pixel.
Consider a small neighborhood \( N \in \) consisting of \( T \) pixels (four or eight neighbors), represented by a matrix \( Z = [ z_1 \ z_2 \ \ldots \ z_T ] \), where the columns \( \{ z_i \}_{i=1}^T \) are pixels in a spatial neighborhood. The simultaneous sparsity model represents \( Z \) by:

\[
Z = \begin{bmatrix} z_1 & z_2 & \ldots & z_T \end{bmatrix} = A \alpha_1 \ A \alpha_2 \ \ldots \ A \alpha_T = AS. \tag{14}
\]

Given the training dictionary \( A \), the representation matrix \( S \) can be obtained by solving the following optimization problem:

\[
\hat{S} = \arg\min_S \| AS - Z \| \quad \text{subject to } \| S \|_{\text{row},0} \leq K_0. \tag{15}
\]

The sparse reconstruction error between the test sample and the reconstruction from training samples in the \( c \)-th class is:

\[
r^c(Z) = \sqrt{\sum_{i=1}^T \| A^c \hat{S}^c - Z \|_2^2} \quad c = 1, 2, \ldots, C, \tag{16}
\]

where \( \hat{S}^c \) denotes the portion of the recovered sparse coefficients corresponding to the training samples in the \( c \)-th class. The class label of the \( Z \) is then determined to be the class that yields the minimal total residuals:

\[
\text{Class}(Z) = \arg\min_{c=1,2,\ldots,C} r^c(Z). \tag{17}
\]

The simultaneous sparsity model was implemented by the simultaneous orthogonal matching pursuit algorithm (SOMP) [30]. In SOMP, the atom that simultaneously yields the best approximation to all of the residual vectors is selected at each iteration.

4. Results

4.1. Data Sets

In order to make a quantitative evaluation for our proposed method, experiments were conducted with benchmark hyperspectral data sets. The proposed algorithm was implemented in a MacOS-based personal computer (Intel@Corei7 2.5 GHz and 16 GB-DRAM). A detailed description of these HSI data was provided in the following.

Indian Pines Data Set: The first hyperspectral image in our experiments was the commonly-used airborne visible/infrared imaging spectrometer (AVIRIS) Indian Pines image. The AVIRIS sensor generates 220 bands across the spectral range from 0.2 to 2.4 µm. In the experiments, the number of bands was reduced to 200 by removing 20 water absorption bands. The image has a spatial resolution of 20 m per pixel and a size of 145 × 145 pixels. It contains 16 ground-truth classes, most of which are different types of crops (e.g., corns, soybeans, and wheat).

Salinas Data Set: The second hyperspectral image used in our experiments, Salinas image, was also captured by the AVIRIS sensor at Salinas Valley, California. This image contains 224 spectral bands of size 512 × 217. It discarded the 20 water absorption bands before classification. The Salinas data set contains 16 classes of interest, which represent vegetables, bare soils, and vineyard fields.

Pavia University Data Set: The third hyperspectral images used in our experiments, University of Pavia, were urban images acquired by the reflective optics system imaging spectrometer (ROSIS). The ROSIS sensor generates 115 spectral bands ranging from 0.43 to 0.86 µm and has a spatial resolution of 1.3 m per pixel. The University of Pavia image consists of 610 × 340 pixels, each with 103 bands with the 12 noisiest bands removed. Nine ground-truth classes of interests are considered in the Pavia University data set: trees, asphalt, bitumen, gravel, metal sheets, shadow, bricks, meadows, and bare soil.
4.2. Quantitative Validation of the Proposed DFL for HSI Classification

In the proposed method, we used the discriminant feature learning (DFL) method to obtain the significant features for HSI classification. To demonstrate the effectiveness of the proposed feature learning method for a wide range of classifiers, support vector machine (SVM) [18], orthogonal matching pursuit (OMP) based pixelwise SR classifier [27], and simultaneous orthogonal matching pursuit algorithm (SOMP) based simultaneous joint SR classifier [30] were used in this experiment. The choice of these classifiers was motivated by their demonstrated performances in hyperspectral data classification. In the following experiment, the classification results were compared visually and quantitatively for the three classifiers with and without the DFL.

The classification accuracy for each class was measured by the overall accuracy (OA), the average accuracy (AA), and the Kappa coefficient. The overall accuracy was computed by the ratio between correctly classified test samples and the total number of test samples, and the average accuracy is the mean of multiple class accuracies. The Kappa coefficient was computed by weighting the measured accuracies. It incorporated both of the diagonal and off-diagonal entries of the confusion matrix and is a robust measure of the degree of agreement. We randomly chose about 10% of the labeled samples for training and used the remaining 90% for testing. All the experiments were repeated 10 times with different sets of training and test samples and the average results were used as the classification accuracy.

The classification results of the 16 classes in the Indian Pines image are shown in Figure 2. The classification maps of the three classifiers with the DFL method were visually less noisy than their counterparts without the DFL. The quantitative classification accuracies for the Indian Pines data set are summarized in Table 1. It can be noted that the discriminant features obtained by the proposed DFL method significantly improved the classification accuracy. The improvement was more than 18% and consistent over the three classifiers. Furthermore, the dimensionality reduction capability of the DFL method particularly benefited the classification when the number of training samples was limited. For example, the classes of alfalfa, grass-pasture, and oats in the Indian Pines dataset had five, three, and two training samples, respectively. The improvements of their classifications were the most significant ones.

![Figure 2](image-url)

**Figure 2.** Classification results for the Indian Pines data set with and without our proposed DFL method. (a) Three-band color composite; (b) reference; (c) support vector machine (SVM); (d) SVM with DFL; (e) orthogonal matching pursuit (OMP); (f) OMP with DFL; (g) simultaneous orthogonal matching pursuit algorithm (SOMP); (h) SOMP with DFL.

<table>
<thead>
<tr>
<th>Class</th>
<th>Training Number</th>
<th>SVM</th>
<th>SVM-DFL</th>
<th>OMP</th>
<th>OMP-DFL</th>
<th>SOMP</th>
<th>SOMP-DFL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alfalfa</td>
<td>5</td>
<td>1.0</td>
<td>99.0</td>
<td>26.8</td>
<td>99.8</td>
<td>33.9</td>
<td>99.8</td>
</tr>
<tr>
<td>Corn-notill</td>
<td>143</td>
<td>61.5</td>
<td>87.2</td>
<td>52.4</td>
<td>97.6</td>
<td>70.1</td>
<td>97.9</td>
</tr>
<tr>
<td>Corn-mintill</td>
<td>83</td>
<td>49.2</td>
<td>98.4</td>
<td>47.9</td>
<td>99.4</td>
<td>59.0</td>
<td>99.4</td>
</tr>
<tr>
<td>Corn</td>
<td>24</td>
<td>28.0</td>
<td>99.6</td>
<td>32.1</td>
<td>99.5</td>
<td>51.2</td>
<td>99.5</td>
</tr>
<tr>
<td>Grass-pasture</td>
<td>48</td>
<td>80.1</td>
<td>96.9</td>
<td>79.2</td>
<td>97.6</td>
<td>88.9</td>
<td>97.9</td>
</tr>
<tr>
<td>Grass-trees</td>
<td>73</td>
<td>97.0</td>
<td>100</td>
<td>91.5</td>
<td>99.9</td>
<td>97.9</td>
<td>99.9</td>
</tr>
<tr>
<td>Wheat</td>
<td>21</td>
<td>96.6</td>
<td>99.9</td>
<td>92.9</td>
<td>99.8</td>
<td>98.4</td>
<td>99.8</td>
</tr>
<tr>
<td>Woods</td>
<td>127</td>
<td>97.2</td>
<td>100</td>
<td>88.5</td>
<td>100</td>
<td>97.1</td>
<td>100</td>
</tr>
<tr>
<td>Buildings</td>
<td>39</td>
<td>19.0</td>
<td>99.3</td>
<td>38.4</td>
<td>99.5</td>
<td>62.1</td>
<td>99.6</td>
</tr>
<tr>
<td>Stone Towers</td>
<td>9</td>
<td>88.8</td>
<td>97.6</td>
<td>84.5</td>
<td>98.3</td>
<td>96.9</td>
<td>97.4</td>
</tr>
<tr>
<td>OA</td>
<td>73.0</td>
<td>96.4</td>
<td>66.7</td>
<td>98.8</td>
<td>80.1</td>
<td>98.9</td>
<td></td>
</tr>
<tr>
<td>AA</td>
<td>57.3</td>
<td>97.7</td>
<td>61.3</td>
<td>98.9</td>
<td>74.5</td>
<td>99.0</td>
<td></td>
</tr>
<tr>
<td>Kappa</td>
<td>68.8</td>
<td>95.9</td>
<td>61.9</td>
<td>98.6</td>
<td>77.0</td>
<td>98.7</td>
<td></td>
</tr>
</tbody>
</table>
Table 1. Classification results for Indian Pines data set with/without our proposed discriminant feature learning (DFL). The comparison results of the support vector machine (SVM), SVM with DFL, orthogonal matching pursuit (OMP), OMP with DFL, simultaneous orthogonal matching pursuit algorithm (SOMP) and SOMP with DFL methods.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Alfalfa</td>
<td>5</td>
<td>1.0</td>
<td>99.0</td>
<td>26.8</td>
<td>100</td>
<td>33.9</td>
<td>99.8</td>
</tr>
<tr>
<td>Corn-notill</td>
<td>143</td>
<td>61.5</td>
<td>87.2</td>
<td>52.4</td>
<td>97.6</td>
<td>70.1</td>
<td>97.9</td>
</tr>
<tr>
<td>Corn-mintill</td>
<td>83</td>
<td>49.2</td>
<td>98.4</td>
<td>47.9</td>
<td>99.4</td>
<td>59.0</td>
<td>99.4</td>
</tr>
<tr>
<td>Corn</td>
<td>24</td>
<td>28.0</td>
<td>99.6</td>
<td>32.1</td>
<td>99.5</td>
<td>51.2</td>
<td>99.5</td>
</tr>
<tr>
<td>Grass-pasture</td>
<td>48</td>
<td>80.1</td>
<td>96.9</td>
<td>79.2</td>
<td>97.6</td>
<td>88.9</td>
<td>97.9</td>
</tr>
<tr>
<td>Grass-trees</td>
<td>73</td>
<td>97.0</td>
<td>100</td>
<td>91.5</td>
<td>99.9</td>
<td>97.9</td>
<td>99.9</td>
</tr>
<tr>
<td>Grass-pasture</td>
<td>3</td>
<td>4.40</td>
<td>99.2</td>
<td>64.4</td>
<td>97.6</td>
<td>81.2</td>
<td>98.8</td>
</tr>
<tr>
<td>Hay-windrowed</td>
<td>48</td>
<td>99.7</td>
<td>100</td>
<td>92.4</td>
<td>100</td>
<td>99.5</td>
<td>100</td>
</tr>
<tr>
<td>Oats</td>
<td>2</td>
<td>1.1</td>
<td>100</td>
<td>18.3</td>
<td>100</td>
<td>39.4</td>
<td>100</td>
</tr>
<tr>
<td>Soybean-notill</td>
<td>97</td>
<td>67.8</td>
<td>89.9</td>
<td>63.8</td>
<td>96.6</td>
<td>67.7</td>
<td>96.9</td>
</tr>
<tr>
<td>Soybean-mintill</td>
<td>246</td>
<td>84.5</td>
<td>98.4</td>
<td>69.0</td>
<td>99.2</td>
<td>87.4</td>
<td>99.2</td>
</tr>
<tr>
<td>Soybean-clean</td>
<td>59</td>
<td>41.0</td>
<td>97.6</td>
<td>39.5</td>
<td>97.9</td>
<td>61.3</td>
<td>98.2</td>
</tr>
<tr>
<td>Wheat</td>
<td>21</td>
<td>96.6</td>
<td>99.9</td>
<td>92.9</td>
<td>99.8</td>
<td>98.4</td>
<td>99.8</td>
</tr>
<tr>
<td>Woods</td>
<td>127</td>
<td>97.2</td>
<td>100</td>
<td>88.5</td>
<td>100</td>
<td>97.1</td>
<td>100</td>
</tr>
<tr>
<td>Buildings</td>
<td>39</td>
<td>19.0</td>
<td>99.3</td>
<td>38.4</td>
<td>99.5</td>
<td>62.1</td>
<td>99.6</td>
</tr>
<tr>
<td>Stone Towers</td>
<td>9</td>
<td>88.8</td>
<td>97.6</td>
<td>84.5</td>
<td>98.3</td>
<td>96.9</td>
<td>97.4</td>
</tr>
<tr>
<td>OA</td>
<td></td>
<td>73.0</td>
<td>96.4</td>
<td>66.7</td>
<td>98.8</td>
<td>80.1</td>
<td>98.9</td>
</tr>
<tr>
<td>AA</td>
<td></td>
<td>57.3</td>
<td>97.7</td>
<td>61.3</td>
<td>98.9</td>
<td>74.5</td>
<td>99.0</td>
</tr>
<tr>
<td>Kappa</td>
<td></td>
<td>68.8</td>
<td>95.9</td>
<td>61.9</td>
<td>98.6</td>
<td>77.0</td>
<td>98.7</td>
</tr>
</tbody>
</table>

The classification results of the Salinas image and Pavia University are shown in Figures 3 and 4. The DFL method gained 5-11% accuracy improvement in the Salinas image and 6-11% in the Pavia University image. It can be concluded that the proposed DFL method consistently improved the classification accuracy of the three benchmark datasets for all the three classifiers.

Figure 3. Classification results for the Salinas data set with and without our proposed DFL method. (a) Three-band color composite; (b) reference; (c) SVM; (d) SVM with DFL; (e) OMP; (f) OMP with DFL; (g) SOMP; (h) SOMP with DFL.
Figure 4. Classification results for the Salinas data set with and without our proposed DFL method. (a) Three-band color composite; (b) reference; (c) SVM; (d) SVM with DFL; (e) OMP; (f) OMP with DFL; (g) SOMP; (h) SOMP with DFL.

4.3. Comparison with Other Spectral–Spatial HSI Classification Methods

We also compared our method with five state-of-the-art spectral–spatial HSI classification methods—Logistic Regression via Splitting and Augmented Lagrangian (LORSAL) [64], LORSAL with a Multilevel Logistic Prior (LORSAL-MLL) [64], Edge-Preserving Filtering (EPF) [60], Maximizer of the Posterior Marginal by Loopy Belief Propagation (MPM-LBP) [65], and Basic Thresholding Classifier (BTC) [67].

Table 2 shows the OA, AA, and Kappa coefficient (Kappa) of the different spectral-spatial based HSI classification methods for the Indian Pines dataset. In this table, the same training and test sets were used for all the methods, while the LORSAL, LORSAL-MLL, MPM-LBP, EPF, and BTC methods used the default parameters given in [60,64–66], respectively. In this case, our proposed DFL with SOMP produced the best classification results. Table 2 also shows the results with different numbers of training samples (1–30% of the reference data). We can see that the classification accuracies of all spectral-spatial algorithms improved with the increase in the number of training samples. The reason for this was that a large number of training samples contained more available information to learn low-dimensional features. The proposed SOMP-DFL method consistently outperformed other methods and the improvement was more significant when a smaller number of labeled training samples were used.
Table 2. Comparison of spectral–spatial hyperspectral images (HSI) classification accuracies the for Indian Pines data set. The results of the Logistic Regression via Splitting and Augmented Lagrangian (LORSAL) [64], LORSAL with a Multilevel Logistic Prior (LORSAL-MLL) [64], Edge-Preserving Filtering (EPF) [60], Maximizer of the Posterior Marginal by Loopy Belief Propagation (MPM-LBP) [65], Basic Thresholding Classifier (BTC) [67] and our proposed SOMP-DFL methods.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OA</td>
<td>57.8</td>
<td>66.6</td>
<td>70.1</td>
<td>69.4</td>
<td>66.1</td>
<td>89.4</td>
</tr>
<tr>
<td></td>
<td>AA</td>
<td>53.6</td>
<td>51.6</td>
<td>64.3</td>
<td>64</td>
<td>55.8</td>
<td>91.6</td>
</tr>
<tr>
<td></td>
<td>Kappa</td>
<td>51.4</td>
<td>60.8</td>
<td>65.4</td>
<td>64.6</td>
<td>60.2</td>
<td>88.0</td>
</tr>
<tr>
<td></td>
<td>OA</td>
<td>75.0</td>
<td>86.4</td>
<td>89.2</td>
<td>89.3</td>
<td>90.8</td>
<td>97.9</td>
</tr>
<tr>
<td>5%</td>
<td>AA</td>
<td>64.4</td>
<td>70.2</td>
<td>75.9</td>
<td>77.0</td>
<td>76.7</td>
<td>98.3</td>
</tr>
<tr>
<td></td>
<td>Kappa</td>
<td>71.4</td>
<td>84.4</td>
<td>87.6</td>
<td>87.7</td>
<td>89.5</td>
<td>97.6</td>
</tr>
<tr>
<td></td>
<td>OA</td>
<td>80.9</td>
<td>92.8</td>
<td>94.2</td>
<td>95.0</td>
<td>96.7</td>
<td>98.9</td>
</tr>
<tr>
<td></td>
<td>AA</td>
<td>72.6</td>
<td>81.8</td>
<td>86.3</td>
<td>88.8</td>
<td>91.9</td>
<td>99.0</td>
</tr>
<tr>
<td></td>
<td>Kappa</td>
<td>78.2</td>
<td>91.8</td>
<td>93.3</td>
<td>94.3</td>
<td>96.2</td>
<td>98.7</td>
</tr>
<tr>
<td></td>
<td>OA</td>
<td>83.9</td>
<td>95.1</td>
<td>95.5</td>
<td>96.7</td>
<td>97.7</td>
<td>99.3</td>
</tr>
<tr>
<td>10%</td>
<td>AA</td>
<td>77.1</td>
<td>86.0</td>
<td>90.7</td>
<td>93.4</td>
<td>95.4</td>
<td>99.4</td>
</tr>
<tr>
<td></td>
<td>Kappa</td>
<td>77.1</td>
<td>86.0</td>
<td>90.7</td>
<td>93.4</td>
<td>97.4</td>
<td>99.2</td>
</tr>
<tr>
<td></td>
<td>OA</td>
<td>85.5</td>
<td>97.1</td>
<td>96.5</td>
<td>97.5</td>
<td>98.3</td>
<td>99.3</td>
</tr>
<tr>
<td>15%</td>
<td>AA</td>
<td>85.5</td>
<td>97.1</td>
<td>96.5</td>
<td>97.5</td>
<td>96.6</td>
<td>99.4</td>
</tr>
<tr>
<td></td>
<td>Kappa</td>
<td>83.5</td>
<td>96.6</td>
<td>96.0</td>
<td>97.1</td>
<td>98</td>
<td>99.2</td>
</tr>
<tr>
<td></td>
<td>OA</td>
<td>86.9</td>
<td>97.6</td>
<td>97.2</td>
<td>98.2</td>
<td>98.5</td>
<td>99.4</td>
</tr>
<tr>
<td>20%</td>
<td>AA</td>
<td>82.2</td>
<td>94.4</td>
<td>95.0</td>
<td>96.0</td>
<td>97.1</td>
<td>99.3</td>
</tr>
<tr>
<td></td>
<td>Kappa</td>
<td>85.0</td>
<td>97.3</td>
<td>96.8</td>
<td>97.9</td>
<td>98.3</td>
<td>99.3</td>
</tr>
<tr>
<td></td>
<td>OA</td>
<td>87.9</td>
<td>98.0</td>
<td>97.4</td>
<td>98.5</td>
<td>98.7</td>
<td>99.5</td>
</tr>
<tr>
<td>25%</td>
<td>AA</td>
<td>84.3</td>
<td>95.6</td>
<td>96.1</td>
<td>97.2</td>
<td>98</td>
<td>99.5</td>
</tr>
<tr>
<td></td>
<td>Kappa</td>
<td>86.1</td>
<td>97.8</td>
<td>97.0</td>
<td>98.2</td>
<td>98.5</td>
<td>99.5</td>
</tr>
</tbody>
</table>

4.4. Comparison with State-Of-The-Art HSI Dimensionality Reduction Methods

In this section, the experiments were conducted with Indian Pines data set to evaluate the classification performance of other state-of-the-art dimensionality reduction (DR) methods for HSI classification, including Intrinsic Image Decomposition for Feature Extraction (IIDD) [66], Albedo Recovery Method (ARM) [68], Gaussian Pyramid (GP) [69], Principal Component Analysis-Based Edge Preserving Features (PCA-EPF) [48], and Large Margin Distribution Machine for Feature Learning (LDM-FL) [70]. In order to demonstrate the classification performance of different DR algorithms, we randomly selected 10% of the samples from each class for training, and the others were used for testing. Furthermore, these DR methods were respectively implemented using the optimal parameters given in their original articles. Figure 5 present the classification results on the Indian Pines data set. As shown in Figure 5, the proposed SOMP-DFL method achieved better classification results than other DR methods. This is because SOMP-DFL explores a new spatial–spectral combined distance to choose effective neighbors, which are used to construct a spatial–spectral adjacency graph for discovering the intrinsic structure of HSI data, and the edge weights of spatial neighbors can be used to enhance the discriminating ability of embedding features. Thus, the discriminating power of extracted features is further improved. Our proposed method obtained the strongest classification and achieved the best OA, AA, and kappa coefficient.

In addition, we also compared our method against the classical gradient boosted tree-based (BoostedTree) feature selection [71] method. We applied the BoostedTree algorithm on the same training data set to select a subset of the features and then trained a SOMP model on the respective feature subset. In Figure 5, DFL obtained the higher accuracy rate of removing the harmful spectral bands. BoostedTree achieved a little lower accuracy, which suggests that the BoostedTree requires a nonlinear classifier learning for prediction and for feature discovery.
Figure 5. Comparison of dimensionality reduction for HSI classification accuracies in the Indian Pines data set. The results of the Intrinsic Image Decomposition for Feature Extraction (IIDF) [66], Albedo Recovery Method (ARM) [68], Gaussian Pyramid (GP) [69], Principal Component Analysis-Based Edge-Preserving Features (PCA-EPF) [48], and Large Margin Distribution Machine for Feature Learning (LDM-FL) [70], Boostedtree [71], and our proposed SOMP-DFL methods.

5. Discussion

In this section, experiments were carried out with the Indian Pines data set to investigate the respective contribution of DFF and DFS to the proposed DFL, and the influence of two parameters in the method: (1) the number of reduced spectral dimensions; and (2) the number of nearest neighbors that are used in intra-class adjacency connection.

5.1. Influence of the Number of Reduced Spectral Dimension

Having reported the performance of our method on hyperspectral data, we now discuss the experimental results when applied on the different numbers of spectral dimension achieved by the DFL method. We considered here only the Indian Pines data set and provided related results. Figure 6a summarized the classification accuracy obtained with different numbers of features.

For each of the three different classifiers (SVM, OMP, and SOMP), we reported in Figure 6a, the classification accuracy obtained with different numbers of spectral dimension. A publicly available training and test set, which consisted of 200 spectral bands, was adopted. In this experiment, different numbers of reduced spectral bands (m, as described in Section 3.1.1) were selected. The number of eigenvectors \( k \) (as described in Section 3.1.2), i.e., the number of features, was determined as \( k = m / 2 \). Figure 6a shows the overall accuracy (OA) of the proposed DFL method with different numbers of reduced spectral dimension. The classification accuracy, using the full spectral bands (200 bands), was included as a baseline (i.e., without DFL) for demonstrating the effectiveness of the DFL method. As shown in Figure 6a, the classification accuracy improves the most when \( m \) changes from 10 to
The classification accuracy fluctuates very little after \( m = 30 \), indicating that as few as 30 bands are sufficient.

In addition, it is noted that the performance dropped significantly when the full-band was used, which indicates there were some bands that negatively impacted the performance. The DFS procedure sequentially removed fewer significant bands via the aforementioned Laplacian evaluator criterion. Figure 6b shows the four least significant bands. Multiple objects are visually indistinguishable in these bands, which will have a negative impact on the classification accuracy.

5.2. Impact of the Intra-Class Edge Number

We analyzed the impact of the intra-class edge number, which was the number of nearest neighbors in intra-class adjacency connection. As described in Section 2, a Laplacian graph was used for evaluating the candidate subset in the search space. In order to incorporate the intrinsic class knowledge of intra-class constraints, we determined the intra-class edge of the graph if two training samples were mutually in the \( \kappa \) nearest neighbors of each other in the different class. The available training set consisting of 1027 samples was from the Indian Pines image, as listed in Table 1. We carried out of a set of experiments with parameter \( \kappa \in \{2, 3, 4, 5\} \) to investigate the impact of variations in the intra-class edge number. Table 3 summarizes the classification accuracies OA and AA for parameter \( \kappa \) computed over ten randomly selected training and test subsets. It can be noted that the classification accuracy is robust against variations of parameter \( \kappa \).

<table>
<thead>
<tr>
<th>( \kappa )</th>
<th>Metrics</th>
<th>SVM-DFL</th>
<th>OMP-DFL</th>
<th>SOMP-DFL</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>OA</td>
<td>96.0</td>
<td>98.7</td>
<td>98.9</td>
</tr>
<tr>
<td>3</td>
<td>AA</td>
<td>97.3</td>
<td>98.7</td>
<td>99.0</td>
</tr>
<tr>
<td>3</td>
<td>OA</td>
<td>96.2</td>
<td>98.7</td>
<td>98.9</td>
</tr>
<tr>
<td>3</td>
<td>AA</td>
<td>97.3</td>
<td>98.8</td>
<td>99.0</td>
</tr>
<tr>
<td>4</td>
<td>OA</td>
<td>96.2</td>
<td>98.6</td>
<td>98.7</td>
</tr>
<tr>
<td>4</td>
<td>AA</td>
<td>97.5</td>
<td>98.8</td>
<td>99.0</td>
</tr>
<tr>
<td>5</td>
<td>OA</td>
<td>96.4</td>
<td>98.8</td>
<td>98.9</td>
</tr>
<tr>
<td>5</td>
<td>AA</td>
<td>97.7</td>
<td>98.9</td>
<td>99.0</td>
</tr>
</tbody>
</table>

5.3. Respective Contribution of DFS and DFF

To fairly evaluate the respective contribution of the discriminant feature selection (DFS) and discriminant feature fusion (DFF) to the proposed DFL, we used the two methods separately to obtain the same number of reduced features, and the classification results are shown in Figure 7. The bottom \( x \)-axis of Figure 7 shows the number of reduced dimensions, varying from 190 to 10 for the DFS and the DFF. The DFF achieved a higher accuracy than DFS because the spatial–spectral adjacency graph significantly removed the false negative noise on homogeneous regions and produced smoother classification maps. However, it is worth noting that the DFL outperformed the DFF method due to the contribution of DFS. The top \( x \)-axis represents the number of reduced dimensions, varying from 90 to 5 for the DFL, which combined the dimension reduction of the DFS and the DFF.
the same number of reduced features, and the classification results are shown in Figure 7. The bottom discriminant feature fusion (DFF) to the proposed DFL, we used the two methods separately to obtain the spatial information of the data. The proposed algorithm was incorporated into three well-known
intrinsic structure of unlabeled data and the inter- and intra-class constraints defined on labeled data. Secondly, the selected bands were fused and projected onto a Laplacian eigenspace to incorporate the spatial information of the data. The proposed algorithm was incorporated into three well-known classifiers, SVM, OMP, and SOMP, and tested with benchmark datasets. While all three classifiers with DFL consistently outperformed their counterparts without DFL in terms of classification accuracies, SOMP achieved a slightly better performance compared with the other two classifiers. In addition, the algorithm demonstrated robustness against variation of parameters.

As a spectral–spatial feature learning approach, the proposed algorithm was also compared with other state-of-the-art HSI classification methods that are based on spectral–spatial features. The experimental results obtained in this study confirmed the superior classification performance of the proposed method over the state-of-the-art methods, particularly when there were few training samples.
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