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Abstract: This paper describes the design of a robust composite high-order super-twisting sliding mode controller (HOSTSMC) for robot manipulators. Robot manipulators are extensively used in industrial manufacturing for many complex and specialized applications. These applications require robots with nonlinear mechanical architectures, resulting in multiple control challenges in various applications. To address this issue, this paper focuses on designing a robust composite high-order super-twisting sliding mode controller by combining a higher-order super-twisting sliding mode controller as the main controller with a super-twisting higher-order sliding mode observer as unknown state measurement and uncertainty estimator in the presence of uncertainty. The proposed method adaptively improves the traditional sliding mode controller (TSMC) and the estimated state sliding mode controller (ESMC) to attenuate the chattering. The effectiveness of a HOSTSMC is tested over six degrees of freedom (DOF) using a Programmable Universal Manipulation Arm (PUMA) robot manipulator. The proposed method outperforms the TSMC and ESMC, yielding 4.9% and 2% average performance improvements in the output position root-mean-square (RMS) error and average error, respectively.
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1. Introduction

Robot manipulators are extensively used in industry for specialized tasks. These systems are nonlinear, time-varying, and dynamically coupled. Thus, the design of a robust and stable controller for these systems is very complicated. In recent years, research in the field of control techniques for industrial robots has increased. The performance of industrial robot manipulators has increased in terms of stability and safety due to developments in robust controller design, fault diagnosis algorithms and fault tolerant techniques. Nevertheless, designing a stable and reliable control method for a robot manipulator is important for real-world applications [1,2].

Several types of controllers have been developed for robot manipulators. These controllers can be divided into two main categories: linear control algorithms and nonlinear control theories. For linear controllers, there are two challenges to overcome related to the coupling effect, i.e., limitations on the velocity and acceleration of systems, and an increase in the gear ratio for linearization [3]. Because of these restrictions on linear controllers, nonlinear controllers are recommended in this research. Nonlinear control algorithms are divided into three main categories: model-based control algorithms, soft computing (artificial intelligence)-based control theory and hybrid control
procedures. The main advantage of a nonlinear model-free controller is system knowledge, which has been improved by researchers over the years [2,4–7]. Although it has several advantages, this method has challenges associated with system reliability and robustness. Model reference control algorithms are recommended to improve the stability, robustness, and reliability. The feedback linearization technique (FLC), back-stepping control algorithm (BSC), passivity-based control (PBC), Lyapunov-based algorithm (PBC) and sliding mode control (SMC) are popular methods for designing model-based controllers. However, selecting a suitable control technique is a major challenge for many researchers [4–9].

A feedback linearization algorithm is a powerful nonlinear technique for the control of a robot manipulator [4,5]. Although it has several advantages, this method has three significant challenges associated with extreme dynamic dependency on the system, robustness, and the need for an acceleration sensor. To overcome these challenges, a TSMC is a good candidate [6–9]. This controller is an excellent candidate for systems, which operate in uncertain and noisy conditions. Apart from several advantages such as stability and reliability, a SMC must overcome the problems of chattering and robustness [8–13].

Several techniques have been proposed for attenuating the chattering in sliding mode controllers, such as saturation continuous control technique [8,9], fuzzy-based boundary layer function [10], fuzzy sliding mode controller [11], adaptive fuzzy sliding mode controller [12,13], output feedback techniques [14–16], observation technique [17–20], gain scheduling method [21–23], state estimation techniques [24,25], and higher-order sliding mode control [26–28]. Although saturation continuous control technique reduces chattering in a conventional sliding mode controller, it increases the performance error and decreases the dynamic response of the system. To improve the performance of saturation continuous control technique [8,9], Palm [10] defined a PD-fuzzy-based nonlinear boundary layer function and applied it to a TSMC. Although this procedure solves the chattering and improves performance error, tuning the gain updating factors in the fuzzy section remains a challenge for this algorithm. To solve the challenge of designing a nonlinear intelligent saturation continuous control algorithm [10], Wu et al. [11] have proposed a PI fuzzy SMC (FSMC). The main drawback of their method is sensitivity to the uncertainty caused by chattering. To reduce the sensitivity to uncertainty, improve robustness and reduce chattering, an adaptive FSMC was proposed [12,13].

Apart from the different advantages of adaptive techniques, a TSMC has an important drawback in its real-time implementation. Rubio et al. [14] have presented an observer-less stable regulator sliding mode controller to attenuate the chattering in the presence of uncertainty. To improve the chattering attenuation in the immeasurable states, sliding mode observers have been presented in [17–20]. Piltan et al. [23] have presented the adaptive fuzzy gain scheduling technique to reduce the chattering in internal combustion engine. Liu et al. [25] have proposed an extended-state observer for three-phase power converters in the presence of uncertainties and disturbances. They propose a composite control law consisting of sliding mode control technique and an extended state observer to improve the performance of disturbance rejection, uncertainty estimation, and the reduction of chattering.

Among these methods, HOSMC is suitable for reducing chattering and obtaining a smooth signal. HOSMC works with a discontinuous control algorithm on the higher-order time derivative. Thus, chattering is attenuated by moving the switching to higher derivatives in HOSMC. Apart from their various advantages, the sub-optimal HOSMC [29], the quasi-continuous HOSMC [30], and the twisting HOSMC [31], have a critical limitation of using the first-time derivative of the sliding variable. To overcome the above limitation, a higher-order super-twisting sliding mode control technique has been recommended in [32]. To measure the unknown inputs, i.e., external disturbances, and improve the estimation of uncertainties, an observation technique is recommended [33]. For immeasurable state observers, and high accuracy velocity estimation without filtration, the super-twisting higher order sliding mode observer (STHOSMO) was proposed [33–36]. In this paper, we propose a robust high-order super-twisting sliding mode observer-controller to control a 6-DOF robot manipulator. First, a traditional sliding mode controller for robot manipulator is designed and the disadvantages
of this method are discussed. Then, to estimate velocity and reduce chattering, an estimated-state sliding mode controller based on the observation technique is designed. Furthermore, to improve the uncertainty estimation, accuracy, and attenuate the chattering, a higher-order super-twisting sliding mode controller is combined with super-twisting higher-order sliding mode observer (STHOSMO). The stability and convergence are presented based on the Lyapunov technique. The main objective is to design a chattering-free and robust HOSTSMC for industrial robots. The rest of this paper is organized as follows: Section 2 gives the problem statement and control objectives. Section 3 provides the design for a TSMC, ESMC, STHOSMO and HOSTSMC to control a 6-DOF robot manipulator. Results and discussion are presented in Section 4. Section 5 gives the conclusions.

2. Problem Statement and Control Objectives

The main challenge in this study is to control multiple degrees of freedom in a robot manipulator based on a higher-order super-twisting sliding mode controller, in the presence of uncertainty and disturbance. The corresponding Lagrange formulation consists of disturbance, uncertainty, and generalized torque as described below:

$$ \tau = I(q)[\dot{\dot{q}}] + V(q, \dot{q}) + G(q) + F(\dot{q}) + \tau_d + \Delta, $$  \hspace{1cm} (1)

If $$ V(q, \dot{q}) = B(q)[\dot{q}] + C(q)[\dot{q}]^2 $$, the Lagrange dynamic formulation of robot manipulator can be written as follows:

$$ \tau = I(q)[\dot{\dot{q}}] + (B + DB)(q)[\dot{\dot{q}}] + (C + DC)(q)[\dot{q}]^2 + (G + DG)(q) + F(\dot{q}) + \tau_d, $$  \hspace{1cm} (2)

where $$ \tau, \tau_d, I(q), V(q, \dot{q}), G(q), F(\dot{q}), B(q), C(q), (DB(q), DC(q), DG(q)), [\dot{q}], [\ddot{q}] $$ and $$ \lambda $$ are an $$ n \times 1 $$ torque vector, $$ n \times 1 $$ disturbance of load vector, time variant $$ n \times n $$ inertial matrix, time variant nonlinearity term matrix, time variant $$ n \times 1 $$ gravity vector, friction matrix, time variant $$ n \times \frac{n \times (n-1)}{2} $$ Coriolis force matrix, time variant $$ n \times n $$ centrifugal matrix, unknown modeling parameters, position vector, velocity vector, and acceleration vector, respectively. To simplify the modeling and analysis, (1) is re-written in the following formulation:

$$ \int \int [\dddot{q}] = \int \int I(q)^{-1} \times (\tau - \Psi(q, \dot{q})) + \lambda(q, \dot{q}, t), $$  \hspace{1cm} (3)

where $$ \Delta = DB(q)[\dot{\dot{q}}] + DC(q)[\dot{q}]^2 + DG(q) $$ are $$ n \times 1 $$ nonlinearity parameters robot modeling uncertainties vector, $$ \Psi(q, \dot{q}, \ddot{q}) = B(q)[\dot{q}] + C(q)[\dot{q}]^2 + G(q) $$, and $$ \lambda(q, \dot{q}, t) = \Gamma^{-1}(q)(-F(q) - \tau_d + \Delta) $$ represent the modeling uncertainty of the robot manipulators. It is assumed that the uncertainty is bounded as follows:

$$ \|\Gamma^{-1}(q)(-F(q) - \tau_d - \Delta)\| = \lambda(q, \dot{q}, t) \leq \Gamma, $$  \hspace{1cm} (4)

where $$ \Gamma $$ is a constant. Based on (3), the main objective of this work is to control the robot arm in the presence of uncertainty. Therefore, HOSTSMC is recommended for improving robot performance in certain and uncertain operation models. The general block diagram for controlling robot manipulators is depicted in Figure 1. The control objectives for a robot manipulator in the presence of uncertainty are defined in (5) and (6):

$$ [q_a] \rightarrow [q_d], $$  \hspace{1cm} (5)

$$ Chattering \rightarrow 0, $$  \hspace{1cm} (6)
3. Proposed Method

There are different kinds of disturbances, such as parameter uncertainties and load variations, which can affect the control of a robot manipulator. Designing a controller that is robust against such disturbances requires improving the performance of the robot manipulator. A HOSTSMC is used to govern the robot manipulator. For position tracking, a HOSTSMC is designed to achieve faster convergence of the actual positions to the desired po sitions in the presence of uncertainty. First, a TSMC is designed that improves the system response time to reach the desired control in a finite amount of time. Thus, first a sliding surface is designed that converges to zero, and then a control technique is designed that improves the system response time to reach the sliding surface in a minimum time. The controller has two main parts, the first part (\(U_{eq}\)), is used to control the nominal system, the next part (\(U_\omega\)), is used for compensation.

Based on [37] the TSMC for a robot manipulator is obtained by the following formulation:

\[
\begin{cases}
U_{SMC} = U_\omega + U_{eq} \\
e = X_1 - X_d \\
U_\omega = -I(X_1) \times K_\omega \times \text{sgn}(S) \\
U_{eq} = I(X_1) \times (\ddot{X}_d - a(X_2 - \dot{X}_d) - \gamma(X_1, \dot{X}_2)) \\
S = ae + \dot{e} \rightarrow \dot{S} = \dot{e} + a\dot{e} \rightarrow I^{-1}(X_1)u + \gamma(X_1, X_2) + \lambda(X_1, X_2, t) - \ddot{X}_d + a(X_2 - \dot{X}_d) = 0
\end{cases}
\]

where \(U_{SMC}, U_\omega, U_{eq}, e, X_d, S, a, \dot{S}, K_\omega\) and \(\dot{X}_2\) are sliding mode control output, sliding mode part to compensate for the effects of uncertainty (switching mode part of control law), model-reference part of
control law, the error, desired state, sliding surface, positive constant sliding surface slope, derivative of sliding surface, estimate of $X_2$, and sliding mode constant chosen based on $K_\omega \geq \Gamma$ [38], respectively. Based on [39], the Lyapunov function for TSMC is defined by

$$V(x) = \frac{1}{2} S^T I(X_1) S$$

(9)

Similarly, the derivative of Lyapunov function is defined by the following formulation [39]:

$$\dot{V}(x) = S(\lambda(X_1, X_2, t) - K_\omega \text{sgn}(S)) - S^T K_a S$$

(10)

where $K_a$ is a constant. For $K_\omega \geq \Gamma$.

$$S(\lambda(X_1, X_2, t) - K_\omega \text{sgn}(S)) \leq 0$$

(11)

Based on (11) it can be shown that

$$S(\lambda(X_1, X_2, t) - K_\omega \text{sgn}(S)) - S^T K_a S \leq -S^T K_a S < 0$$

(12)

Based on (12), $\dot{V} < 0$, and it can converge to zero in finite time. Figure 2 illustrates the block diagram of TSMC for a robot arm. Though, TSMC is a stable controller but chattering and velocity estimation are the main drawbacks of this controller. To solve these challenges the ESMC is introduced in the next part.

3.2. Estimated State Sliding Mode Control

As described above, the performance of TSMC is measured by severity of chattering. To reduce the chattering, estimated-state sliding mode controller is introduced. This method reduces the chattering based on estimated uncertainties. This controller has three main parts, the first part is used to control the nominal system $U_{eq}$, the next part is proposed to compensate the uncertainty and unknown input ($U_A$), and the third part is for compensating the error observation ($U_B$) based on state estimation. The mathematical formulation of ESMC is given as follows:

$$\begin{cases}
U_{ESMC} = U_{eq} + U_A + U_B \\
U_{eq} = I(X_1) \times (\dot{X}_d - a(\dot{X}_2 - \dot{X}_d)) - \gamma(X_1, \dot{X}_2) \\
U_A = -I(X_1) \times \hat{P}_{th} \\
U_B = -I(X_1) \times K_B \times \text{sgn}(S) \\
\dot{S} = \ddot{e} + a \dot{e} = I^{-1}(X_1) (U_{eq} + U_A + U_B) + \gamma(X_1, \dot{X}_2) + \lambda(X_1, X_2, t) - \dot{X}_d + a(\dot{X}_2 - \dot{X}_d) \\
= I^{-1}(X_1)U_B - \hat{P}_{th} + \lambda(X_1, X_2, t) \\
= I^{-1}(X_1) \times [-I^{-1}(X_1) \times K_B \times \text{sgn}(S)] - \hat{\lambda}(X_1, X_2, t) + \lambda(X_1, X_2, t) \\
= -K_B \times \text{sgn}(S) + \lambda(X_1, X_2, t) - \hat{\lambda}(X_1, X_2, t)
\end{cases}$$

(13)

where $U_A, U_B, K_B$ and $\hat{\lambda}(X_1, X_2, t)$ are designed to compensate for the uncertainty based on output error injection, to compensate for the error, and are the sliding mode coefficient, and uncertainty estimate, respectively. Different techniques have been used to estimate $X_2$, such as observation techniques [31,37]. To solve the problem of estimating $X_2$, a 3rd order super-twisting sliding mode observer (STSMO) is recommended. In ESMC, the estimated uncertainty is bounded by $\hat{\lambda}(X_1, X_2, t) - \lambda(X_1, X_2, t) = \Delta_a \leq \Gamma$. According to [38], the sliding surface converges to zero if $K_B \geq \|\Delta_a\|$. It is clear that $\Delta_a \leq \lambda(X_1, X_2, t)$, so $K_B$ in (14) is smaller than $K_\omega$ in (8), so the chattering generated by EMC is significantly reduced compared to TSMC.
where \( \hat{X}_1, \hat{X}_2 \), \((a_0, a_1, a_2)\) and \( \hat{P}_{lh} \) are the state estimates, sliding mode gains and observer injection, respectively. The observer injection is designed to reduce the error of system estimation. Based on (7) and (14), the state estimation error is obtained by the following formulation:

\[
\begin{align*}
\dot{\hat{X}}_1 &= \hat{X}_2 + a_1 \left| \hat{X}_1 - X_1 \right|^{\frac{2}{3}} \text{sgn}(\hat{X}_1 - X_1), \\
\dot{\hat{X}}_2 &= \gamma(X_1, \hat{X}_2) + a_2 \left| \hat{X}_1 - \hat{X}_2 \right|^{\frac{0.5}{2}} \text{sgn}(\hat{X}_1 - \hat{X}_2) + \hat{P}_{lh}, \\
\dot{\hat{P}}_{lh} &= a_0 \text{sgn}(\hat{X}_1 - \hat{X}_2),
\end{align*}
\]

where \( (\hat{X}_1, \hat{X}_2) \) and \( \hat{P}_{lh} \) are the state estimates, sliding mode gains and observer injection, respectively. The observer injection is designed to reduce the error of system estimation. Based on (7) and (14), the state estimation error is obtained by the following formulation:

\[
\begin{align*}
\dot{\hat{X}}_1 &= \hat{X}_2 + a_1 \left| \hat{X}_1 - X_1 \right|^{\frac{2}{3}} \text{sgn}(\hat{X}_1 - X_1), \\
\dot{\hat{X}}_2 &= \Omega(X_1, X_2, \hat{X}_2, t) - a_2 \left| \hat{X}_1 - \hat{X}_2 \right|^{\frac{0.5}{2}} \text{sgn}(\hat{X}_1 - \hat{X}_2) - \hat{P}_{lh}, \\
\dot{\hat{P}}_{lh} &= a_0 \text{sgn}(\hat{X}_1 - \hat{X}_2),
\end{align*}
\]

where \( \hat{X}_i = X_i - \hat{X}_i \) \( (i = 1, 2, 3, 4, \ldots) \) and \( \Omega(X_1, X_2, \hat{X}_2, t) = [\gamma(X_1, X_2) - \gamma(X_1, \hat{X}_2)] + \lambda(X_1, X_2, t) \)

Based on (4), if we defined a constant, \( (\Theta) \) and \( \Omega(X_1, X_2, \hat{X}_2, t) < \Theta \), then according to [32,40,41] the convergence and stability can be guaranteed by defining the sliding gains \( (a_0, a_1, a_2) \) as follows:

\[
\begin{align*}
\alpha_0 &= 1.1(\Theta), \\
\alpha_1 &= 1.9/\Theta, \\
\alpha_2 &= 1.5/\Theta,
\end{align*}
\]

Based on convergence theory and (16), the state estimations \( (\hat{X}_1, \hat{X}_2) \) converge to the nominal states \( (X_1, X_2) \) and based on (15), we can extract the following equation:

\[
\lambda(X_1, X_2, t) - a_2 \left| \hat{X}_1 - \hat{X}_2 \right|^{\frac{0.5}{2}} \text{sgn}(\hat{X}_1 - \hat{X}_2) - \dot{\hat{P}}_{lh} = 0,
\]

Therefore, the uncertainties can be estimated based on the following formulation:

\[
\hat{P}_{lh} = \lambda(X_1, X_2, t),
\]

Based on (14) and (18), the uncertainties are estimated by observation technique. Based on (13), the main positive point of ESMC is to compensate the uncertainties based on observer injection in
order to reduce chattering. Based on (15)–(17) the super-twisting higher order sliding mode observer has a finite time convergence. Thus, the TSMC and super-twisting higher-order sliding mode observer can be designed separately, and their stability can be verified separately.

3.3. Proposed Method

According to (13), the ESMC reduces chattering by reducing the sliding mode gain compared to TSMC, however, it cannot attenuate it. To attenuate the chattering and improve the performance of the ESMC and the TSMC, the HOSTSMC is proposed. The block diagram of the proposed method is shown in Figure 4. A discontinuous function is used in this method, but based on the integral term the overall chattering is attenuated by improving the estimation of uncertainties. The main contribution of the proposed observer-controller is to control the robot manipulator in the presence of uncertainty without velocity measurement by combining higher-order super-twisting sliding mode controller with super twisting higher order sliding mode observer.

The new control function is defined by the following formulation [42]

\[ U = K_C |S|^{0.5} \text{sgn}(S), K_C > 0, \]  

(19)
where \( U \) and \( K_C \) are the control function and sliding mode coefficient, respectively. Under the condition, i.e., \( \lambda(X_1, X_2, t) = 0 \), the compensation for the dynamic sliding variable is calculated by:

\[
\dot{S} = -K_C|S|^{0.5} \text{sgn}(S), \quad S(0) = S_0, \tag{20}
\]

Based on the integration of (20), we have [42]:

\[
|S|^{0.5} - |S_0|^{0.5} = \frac{K_C}{2}t \tag{21}
\]

and based on (21), the reaching time is

\[
t_r = \frac{2}{K_C} |S_0|^{0.5} \tag{22}
\]

where \( t_r \) is the reaching time. Thus, sliding variable converges to zero in finite time. In the next step, under uncertain condition \((\lambda(X_1, X_2, t) \neq 0)\), the compensation for the dynamic sliding variable is defined by:

\[
\dot{S} = \lambda(X_1, X_2, t) - K_C|S|^{0.5} \text{sgn}(S), \quad S(0) = S_0, \tag{23}
\]

If the uncertainties are estimated and cancelled, the dynamic sliding variable converges to the zero in finite time.

\[
\begin{cases}
U_C = K_C \|S\|^{0.5} \text{sgn}(S) - \Lambda \\
\Lambda = -K \times \text{sgn}(S)
\end{cases} \tag{24}
\]

where \( U_C, K \) and \( \Lambda \) are the control input, sliding mode coefficient, and super-twisting variable, respectively. The compensation for the dynamic sliding variable is defined as follows:

\[
\begin{cases}
\dot{S} + K_C \|S\|^{0.5} \text{sgn}(S) - \Lambda = \lambda(X_1, X_2, t) \\
\Lambda = -K \times \text{sgn}(S)
\end{cases} \tag{25}
\]

Based on (24), the new control technique solves the challenge of uncertainty estimation in finite time and based on (24), (20), the sliding surface converges to zero in finite time. The equation (25) is called the super-twisting control algorithm. This technique drives \( \dot{S} \) and \( \ddot{S} \) to convergence to zero in finite time. Thus, the HOSTSMC is defined by the following formulations:

\[
\begin{cases}
U_{\text{HOSTSMC}} = U_{eq} + U_A + U_C \\
U_{eq} = I(X_1) \times (\dot{X}_1 - a(X_2 - \hat{X}_2)) - \gamma(X_1, \hat{X}_2) \\
U_A = -I(X_1) \times \hat{P}_H \\
U_C = -I(X_1) \times K_C \|S\|^{0.5} \text{sgn}(S) - \Lambda \\
\Lambda = -K \times \text{sgn}(S) \\
\hat{P}_H = a_0 \text{sgn}(\hat{X}_1 - \hat{X}_2) \\
S = I^{-1}(X_1)U_C + \lambda(X_1, X_2, t) - \hat{\lambda}(X_1, X_2, t) = -K \|S\|^{0.5} \text{sgn}(S) + \Lambda + \lambda(X_1, X_2, t) - \hat{\lambda}(X_1, X_2, t)
\end{cases} \tag{26}
\]

According to (26), the control input is based on the higher order super twisting sliding mode control algorithm and to compensate the uncertainties, a super-twisting higher-order sliding mode observer is designed. Based on [43,44] the sliding mode coefficients \((K, K_C)\) are calculated as follows to guarantee the stability and the convergence of the sliding surface to zero:

\[
\begin{cases}
K_C > 2 \times (\lambda(X_1, X_2, t) - \hat{\lambda}(X_1, X_2, t)) \\
K > K_C \times \frac{5 \times K_C + 4(\lambda(X_1, X_2, t) - \lambda(X_1, X_2, t))}{2 \times K_C - 4(\lambda(X_1, X_2, t) - \lambda(X_1, X_2, t))} \times (\lambda(X_1, X_2, t) - \hat{\lambda}(X_1, X_2, t))
\end{cases} \tag{27}
\]

Based on [31,32,41] the super-twisting higher order sliding mode observer has a finite time convergence. Thus, the stability of higher-order super-twisting sliding mode controller and super-twisting higher-order sliding mode observer has been guaranteed separately. The stability
of higher-order super-twisting sliding mode controller for any match uncertainties has been proved by Kamal and Bandyopadhyay in [45]. The authors in [32,40,41] have demonstrated the robustness of super-twisting higher-order sliding mode observer to uncertainties. Therefore, the proposed method can be used for the control of an uncertain robot manipulator without stability problems. Based on [44], the Lyapunov function for the proposed controller is defined by

\[ V(x) = 2K|x| + \frac{1}{2} \Lambda^2 + \frac{1}{2} (K_C |S|^{0.5} \text{sgn}(S) - \Lambda)^2 \]  

(28)

The derivative of Lyapunov function is defined by the following formulation [44]:

\[
\dot{V}(x) = \frac{1}{|S|^0} \left[ \frac{S^{0.5} \text{sgn}(S)}{2} \Lambda \right] \left[ \begin{array}{c}
2K + K_C^2 - K_C \\
-K_C \\
0
\end{array} \right] + \frac{\lambda(X_1, X_2, t) - \hat{\lambda}(X_1, X_2, t)}{|S|^{0.5}} \left[ \begin{array}{c}
2K + K_C^2 - K_C \\
-K_C \\
0
\end{array} \right] \left[ \begin{array}{c}
S^{0.5} \text{sgn}(S) \\
\Lambda \\
\Lambda
\end{array} \right]
\]

(29)

If the band of uncertainty is defined by the following equation

\[ |\lambda(X_1, X_2, t) - \hat{\lambda}(X_1, X_2, t)| \leq \delta |S|^{0.5} \]  

(30)

where \( \delta \) is a positive constant. Then, based on (29) it can be shown that

\[
\dot{V}(x) \leq \frac{-1}{|S|^0} \left[ \frac{S^{0.5} \text{sgn}(S)}{2} \Lambda \right] \left[ \begin{array}{c}
2K + K_C^2 - \left( \frac{4K}{K_C} + K_C \right) \lambda(X_1, X_2, t) - \hat{\lambda}(X_1, X_2, t) - K_C \\
-(K_C + 2(\lambda(X_1, X_2, t) - \hat{\lambda}(X_1, X_2, t))) \\
-(K_C + 2(\lambda(X_1, X_2, t) - \hat{\lambda}(X_1, X_2, t)))
\end{array} \right] \left[ \begin{array}{c}
S^{0.5} \text{sgn}(S) \\
\Lambda \\
\Lambda
\end{array} \right] > 0 \text{ then, } \dot{V} < 0.
\]

(31)

Based on [44] if \( K_C \) is chosen such that

\[
2K + K_C^2 - \left( \frac{4K}{K_C} + K_C \right) \lambda(X_1, X_2, t) - \hat{\lambda}(X_1, X_2, t) - K_C < 0
\]

It is clear that based on (27), \( \dot{V} < 0 \) and according to (27), it can converge to zero in finite time.

4. Results and Analysis

The effectiveness of the proposed method, ESMC, and TSMC are evaluated using 6-DOF, PUMA robot arm, which is shown in Figure 5. To examine the power of the control algorithm based on the HOSTSMC, we investigate two cases defined as follows.

![Figure 5. PUMA robot manipulator.](image-url)
A. Certain Conditions

Figures 6–8, demonstrate the robot’s joint signals, torque signals, and output position’s RMS error signal in the TSMC, ESMC and HOSTSMC under certain conditions.

Based on Figure 6, the ESMC and the HOSTSMC both reduce chattering under certain conditions. The ESMC reduces chattering, but it has fluctuations compared to HOSTSMC (Figure 7). Figure 7 shows the torque signals in robot manipulator for TSMC, ESMC and HOSTSMC. Though, the ESMC improves the chattering of TSMC, it has fluctuations compared to the HOSTSMC. The output position based on the forward kinematics formulations in PUMA robot manipulator is calculated by the following formulations [46]:

![Joint variables signals in the TSMC, ESMC, and HOSTSMC: (a) all joints, (b) First link (certain condition).](image-url)
Figure 7. Torque signals in the TSMC, ESMC, and HOSTSMC: (a) all joints, (b) First link (certain condition).
where $e$ is the output position RMSE, $P$ is the position in the system.

Figure 8 illustrates the position RMS error signals in the TSMC, ESMC, and HOSTSMC (certain condition).

\[
P_x = 0.4331 \times \sin(q_2 + q_3) \cdot \cos(q_1) + 0.0203 \times \cos(q_2 + q_3) \cdot \cos(q_1) - 0.1491 \times \sin(q_1) + 0.4318 \times \cos(q_2) \cdot \cos(q_1),
\]

\[
P_y = 0.4331 \times \sin(q_2 + q_3) \cdot \sin(q_1) + 0.0203 \times \cos(q_2 + q_3) \cdot \sin(q_1) + 0.1491 \times \cos(q_1) + 0.4312 \times \cos(q_2) \cdot \sin(q_1),
\]

\[
P_z = -0.4331 \times \cos(q_2 + q_3) + 0.0203 \times \sin(q_2 + q_3) + 0.4318 \times \sin(q_2),
\]

where $(P_x, P_y, P_z), q$ and $i = 1, 2, \ldots, n$ are output position, desired and actual joint variables, and number of joint variables, respectively. According to Equations (32)–(34), the RMS error for output position is defined as follows:

\[
e_{prms} = \sqrt{(P_{x_d} - P_x)^2 + (P_{y_d} - P_y)^2 + (P_{z_d} - P_z)^2}
\]

where $e_{prms}, P_d$ and $P_a$ are RMS errors of output position, desired position, and actual position, respectively. Figure 8 illustrates the error signals in the ESMC and HOSTSMC converge to zero.

B. Uncertain Conditions

Figures 9–11 illustrate the robot’s joint signals, torque signals, and output position’s RMS error signal in the TSMC, ESMC and HOSTSMC, respectively, in the presence of uncertainty. In the presence of uncertainty, based on Figures 9 and 10, the TSMC has chattering and the ESMC has fluctuations. The HOSTSMC is more robust than the TSMC and the ESMC. Figure 6, Figure 7, Figure 9, and Figure 10 show that, though, TSMC has chattering in the presence of uncertainty, nevertheless, it is more robust than most of the traditional nonlinear model reference controllers e.g., feedback linearization method. Figure 11 demonstrates the comparison between output position RMS error signals in the TSMC, ESMC, and HOSTSMC in the presence of uncertainty.
Based on this figure, the error signals in the ESMC and HOSTSMC converge to zero. According to the results in Figures 6–11, we can see that our proposed method is highly effective in controlling the robot arm in both certain and uncertain conditions. To further validate our technique, we calculate the control accuracy for these three techniques with the RMS and average position error analysis.
Figure 10. Torque signals in the TSMC, ESMC, and HOSTSMC: (a) all joints, (b) First link (Uncertain condition).
Tables 1 and 2 show the control accuracy of a TSMC, ESMC and HOSTSMC in terms of each type of error. As shown in Tables 1 and 2, the HOSTSMC outperforms the state-of-the-art, and yields 4.9%, and 2%, average performance improvement compared to TSMC and ESMC, respectively. This performance improvement can be further validated by the fact that the HOSTSMC is highly effective in controlling the robot manipulator, as shown in Figures 6–11.

Table 1. RMS Error Result in SMC, ESMC, and STSMC in Certain and Uncertain Conditions.

<table>
<thead>
<tr>
<th>Conditions</th>
<th>Certain</th>
<th>Uncertain</th>
</tr>
</thead>
<tbody>
<tr>
<td>SMC</td>
<td>0.07653</td>
<td>0.09834</td>
</tr>
<tr>
<td>ESMC</td>
<td>0.04143</td>
<td>0.04915</td>
</tr>
<tr>
<td>STSMC</td>
<td>0.02912</td>
<td>0.02926</td>
</tr>
</tbody>
</table>

Table 2. Average Error Result in SMC, ESMC, and STSMC in Certain and Uncertain Conditions.

<table>
<thead>
<tr>
<th>Conditions</th>
<th>Certain</th>
<th>Uncertain</th>
</tr>
</thead>
<tbody>
<tr>
<td>SMC</td>
<td>0.05967</td>
<td>0.07340</td>
</tr>
<tr>
<td>ESMC</td>
<td>0.03901</td>
<td>0.04415</td>
</tr>
<tr>
<td>STSMC</td>
<td>0.02701</td>
<td>0.02734</td>
</tr>
</tbody>
</table>

5. Conclusions

This paper presented a nonlinear model-based method by combining higher-order super-twisting sliding mode controller with a super-twisting higher-order sliding mode observer as an undefined and uncertain input estimator for robot manipulators. Robot manipulators are composed of uncertain dynamic parameters and include coupling effects, thus the design of a robust controller for these systems is highly desirable. A HOSTSMC is a robust controller-observer for nonlinear systems in the presence of uncertainty. The effectiveness of HOSTSMC is tested using a PUMA robot manipulator model, which outperforms the TSMC and ESMC, yielding 4.9%, and 2% average performance improvements in terms of RMS and average output position error, respectively. Based on the results and analysis, the proposed method attenuates chattering in the presence of uncertainty.
and disturbance. In the future, other types of controller-observer will be designed for perturbation attenuation, fault diagnosis and fault tolerance. The extended state observer will be combined with higher-order super-twisting sliding mode observer-controller to improve fault diagnosis and tolerance in a faulty system.
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