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**Abstract:** Forensic fire debris analysis focuses on the identification of a foreign ignitable liquid in debris collected from the scene of a suspected intentional fire. Chromatograms of the extracted debris are compared to a suitable reference collection containing chromatograms of unevaporated and evaporated ignitable liquids. However, there is no standardized method for the evaporation of ignitable liquids and the process itself can be time consuming, which limits the number of chromatograms of evaporated liquids included in the reference collection. This work describes the development and application of a variable-temperature kinetic model to predict evaporation rate constants and mathematically predict chromatograms corresponding to evaporated ignitable liquids. First-order evaporation rate constants were calculated for 78 selected compounds in diesel, which were used to develop predictive models of evaporation rates. Fixed-temperature models were developed to predict the rate constants at five temperatures (5, 10, 20, 30, 35 °C), yielding a mean absolute percent error (MAPE) of 10.0%. The variable-temperature model was then created from these data by multiple linear regression, yielding a MAPE of 16.4%. The model was applied to generate a reference collection of predicted chromatograms of diesel and kerosene corresponding to a range of evaporation levels. Using the modeled reference collection, successful identification of the liquid and level of evaporation in a test set of chromatograms was demonstrated.
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**1. Introduction**

The determination of an intentional rather than accidental fire typically relies on the identification of a foreign ignitable liquid in debris collected from the scene. To identify liquids present in fire debris samples, extracts of the collected debris are analyzed by gas chromatography-mass spectrometry (GC-MS). The resulting total ion chromatogram (TIC) and extracted ion profiles (EIPs) of characteristic compound classes are then compared to reference collections of ignitable liquid chromatograms to identify any liquid present [1]. Despite guidelines for the extraction and analysis of fire debris samples and the interpretation of the resulting chromatograms [1–6], identification of liquids is often challenging due to the inherent complexity of the samples. Any liquid present is subjected to the elevated temperatures reached during the fire, resulting in evaporation, while substrates present (e.g., carpeting, clothing, other household materials, etc.) may undergo thermal degradation and/or pyrolysis, which further complicates the resulting chromatogram [7]. While all of these chemical
processes contribute to the complexity of the resulting TICs, the focus in this work is specifically on evaporation.

Given that the volatility of liquids is commonly used as accelerants in setting intentional fires, evaporation causes substantial chemical changes such that the chromatogram of the evaporated sample no longer resembles that of the unevaporated liquid. To mitigate this issue, there is general agreement that reference collections should include TICs of liquids evaporated to a few different levels by mass or by volume [1,7]. However, the methods by which liquids are evaporated vary considerably [7–11]. For example, evaporation may be conducted at room temperature or at slightly elevated temperatures and may be conducted passively or actively, with a gentle stream of nitrogen and agitation of the liquid [7–11]. Further, experimental evaporation can be time consuming (e.g., 130 days to passively evaporate gasoline to 93–95% of the original volume [8]), such that including TICs of every liquid evaporated to numerous levels in a reference collection is impractical.

Because of the difficulties in experimental evaporation, the focus in this work was to kinetically model the evaporation process and mathematically predict chromatograms corresponding to different evaporation levels. Models have previously been developed to predict evaporation, although primarily for environmental applications rather than forensic fire debris applications. These models range from simple empirical models [12,13] to complex models that require the estimation of physical properties from distillation data [14–16].

Evaporation rates have also been predicted using first-order kinetic models [17–20]. Smith developed a model to predict the evaporation rate constant using vapor pressure and the mass transfer coefficient [19]. However, the experiments in this work were only conducted on simple mixtures of two compounds and at a single temperature. In the work by Regnier and Scott, the evaporation rate constants of normal alkanes were correlated with vapor pressure [18]. The vapor pressure of each compound was related to temperature through the Clausius-Clapeyron equation. While the success of both kinetic models in predicting evaporation rate constants was demonstrated, the identities, concentrations, and physical properties of the compounds in the liquid must be known [18,19]. Identification of all constituents in complex ignitable liquids, particularly isomeric compounds, remains challenging and the physical properties for many of the relevant compounds are not available in the literature.

A kinetic-based model that overcomes these limitations was previously developed in our laboratory [17]. Evaporation rate constants for representative compounds in diesel were determined empirically at 20 °C and plotted as a function of retention index. Linear regression was applied to define the model, which was then used to predict evaporation rate constants as a function of retention index. Retention index is a useful surrogate for physical properties such as vapor pressure or boiling point, as it can be readily determined without requiring knowledge of the identity or concentration of compounds in the liquid. The success of the kinetic-based model in predicting chromatograms corresponding to evaporated petroleum distillates has also been demonstrated [21].

As the kinetic model was developed based on empirical evaporation rate constants determined at a fixed temperature, the effect of temperature on the kinetics of evaporation was not taken into account [17,21]. Recent work by Birks et al. reported the unexpected effect of elevated temperature on the evaporation of gasoline, highlighting the importance of temperature in any predictive model [22]. Thus, the work reported herein expands upon our previous efforts by incorporating a variable temperature term into the kinetic model. First, fixed-temperature models were developed at five temperatures and the error in predicting evaporation rate constants was determined. These data were then used to develop the variable-temperature model and prediction errors were calculated for comparison to the fixed-temperature models. Finally, the variable-temperature model was used to predict evaporation rate constants and generate chromatograms corresponding to evaporated petroleum distillates to demonstrate practical application for fire debris analysis.
2. Theory

The model developed in our initial work is based on first-order kinetics, the equation for which is shown below,

\[ C_t = C_0 \exp(-k t) \]  

(1)

where the concentration \( C_t \) of a compound at time \( t \) is related to the initial concentration \( C_0 \) and the rate constant \( k \) for evaporation. In our previous work, diesel was evaporated under controlled temperature and humidity conditions as a function of time and the evaporated samples were analyzed by GC-MS [17]. The normalized abundances of more than 70 compounds representing different compound classes (e.g., normal alkane, branched and cyclic alkane, alkyl aromatic, and polycyclic aromatic) within the diesel were plotted versus time. The resulting decay curves for each compound were fit to Equation (1) to determine the evaporation rate constants.

For each compound identified in the evaporated diesel samples, the retention index \( (I^T) \) was calculated which, for a given compound under temperature-controlled conditions, is given by Equation (2),

\[ I^T = 100 \left[ \frac{t_{R,i}^T - t_{R,z}^T}{t_{R,z+1}^T - t_{R,z}^T} + z \right] \]  

(2)

where the retention time of the compound \( t_{R,i}^T \) is expressed relative to the retention time of the normal alkanes of carbon number \( z \) that elute before \( t_{R,z}^T \) and after \( t_{R,z+1}^T \) the compound [23–25]. As \( I^T \) is independent of most gas chromatography conditions, including column dimensions, temperature, flow rate, etc., this parameter is more consistent between different instruments and different laboratories.

The empirically derived rate constants of compounds in the evaporated diesel samples were plotted as a function of \( I^T \) and linear regression was applied to define the kinetic model (Equation (3)),

\[ \ln(k) = m I^T + b \]  

(3)

where \( m \) and \( b \) are the slope and intercept, respectively, of the regression plot [17]. Class-specific models were developed for the normal alkane, branched and cyclic alkane, alkyl aromatic, and polycyclic aromatic compound classes within diesel. Errors in predicting evaporation rate constants using each class-specific model ranged from 4.0–8.2%. A comprehensive model incorporating all compound classes was developed, with only a slightly higher prediction error of 10%.

The model has clear potential for fire debris applications, primarily in its ability to predict chromatograms corresponding to different evaporation levels of a given liquid. However, to this point, the model has only been used to predict evaporation rate constants and modeled chromatograms at a fixed temperature of 20 °C. For practical applications, it is critical to include temperature as a variable because evaporation rates are strongly dependent on temperature. Birks et al. recently reported the unexpected effect of elevated temperatures on the evaporation of an artificial gasoline mixture [22]. In their work, a closed-system thermodynamic approach using Antoine coefficients to predict vapor pressure was used to simulate evaporation at temperatures up to 500 °C. As temperature increased, there was a greater relative increase in the vapor pressures of the less volatile components in the mixture compared to the more volatile components. As a result, the gasoline mixture retained a greater fraction of more volatile compounds when evaporated to 95% at 500 °C, compared to the same level of evaporation at 25 °C. While these results indicate the necessity to incorporate temperature into modeling, the current thermodynamic approach requires knowledge of the identity, vapor pressure, and concentration of compounds within the fuel, which may not be possible depending on the chemical complexity of the fuel [22].

In the present work, the kinetic-based model was modified to include a temperature term. According to the Arrhenius equation [26], the natural logarithm of the rate constant is inversely related to absolute temperature \( (T) \) according to Equation (4),

\[ \ln(k) = \frac{E_a}{R} \left( \frac{1}{T} - \frac{1}{T_0} \right) \]  

(4)
\[
\ln(k) = \ln A - \frac{E_a}{RT}
\]  
(4)

where \(E_a\) is the activation energy, \(R\) is the gas constant, and \(A\) is the pre-exponential factor. By combining Equations (3) and (4), a variable-temperature model to predict the rate constant can be defined according to Equation (5),

\[
\ln(k) = m_1 T + m_2 \left(\frac{1}{T}\right) + b
\]  
(5)

where the slopes \((m_1\) and \(m_2\)) and intercept \((b)\) are determined by multiple linear regression. In the present work, five fixed-temperature models were initially defined and validated. The same data were then used to define and validate the variable-temperature model and to demonstrate applications for fire debris analysis in the form of a modeled reference collection.

3. Materials and Methods

Diesel fuel was used for model development due to its chemical complexity, containing a wide range of compounds (e.g., normal alkanes, branched and cyclic alkanes, alkyl aromatics, and polycyclic aromatics) of varying volatilities. A large volume (~5 gallons) of diesel fuel was collected from a local service station, transferred into acid-washed amber glass bottles, and stored at ~5 °C until analysis. This fuel sample was used over the entire course of the study. Kerosene was used for model validation. Similar to diesel, kerosene was purchased locally and was stored in an amber bottle at ~5 °C until use.

3.1. Evaporation of Petroleum Distillates

Diesel samples were evaporated in an evaporation chamber designed in house [17]. Temperature was controlled by an Ambi-Hi-Lo incubator (5–50 °C ± 0.5 °C, model 3550DT, Lab-Line, Melrose Park, IL, USA) and relative humidity (RH) was controlled by placing trays of water, totaling approximately 300 mL, inside the chamber. Temperature and humidity were monitored and recorded at 2-minute intervals throughout the evaporation process using a data logger (0–55 °C ± 0.3 °C, 10–95% RH ± 5% RH, TR-74Ui, T & D Corporation, Nagano, Japan). Aliquots of diesel (1.0 mL) were delivered into small glass petri dishes (60 mm diameter × 15 mm high) containing distilled water (15 mL), resulting in a thin layer of diesel (~0.5 mm) for evaporation. Petri dishes were transferred to the evaporation chamber and samples were evaporated in triplicate up to 300 h at five different temperatures (5, 10, 20, 30, and 35 °C).

For model validation, additional diesel and kerosene samples were prepared as previously described. For each fuel, an additional three samples were prepared without the water layer: These samples were weighed before and after evaporation at 20 °C for 100 h to determine the evaporative loss by mass.

3.2. Gas Chromatography-Mass Spectrometry Analysis

To prepare samples for GC-MS analysis, the contents of the petri dishes (diesel and kerosene) were quantitatively transferred to a separatory funnel and the dish was rinsed several times with approximately 1 mL of dichloromethane. The organic layer was then transferred and diluted in a 10.0 mL volumetric flask. An additional dilution (1:50 v/v) in dichloromethane was performed prior to analysis.

The GC-MS system consisted of an Agilent 7890N gas chromatograph with an Agilent 7693 automatic liquid sampler, coupled to an Agilent 5975 mass spectrometer (all Agilent Technologies, Santa Clara, CA, USA). The GC separation was performed on a capillary column containing a 100% polydimethylsiloxane stationary phase (HP-1MS, 30 m × 0.25 mm × 0.25 µm, Agilent Technologies), using ultra-high purity helium as the carrier gas at a nominal flow rate of 1 mL/min. A 1 µL aliquot of each diluted extract was introduced via a pulsed (15 psi for 0.25 min), split (50:1) injection at 280 °C.
The GC temperature program was as follows: Initial temperature 50 °C, ramped up at 5 °C/min to a final temperature of 280 °C, with a final hold for 4 min. The transfer line was held at 300 °C and separated analytes were ionized via electron ionization at 70 eV. Ions were separated using a quadrupole mass analyzer, which scanned mass-to-charge (m/z) ratios of 40–550 at 2.91 scans/s.

Compounds in the diesel samples were identified based on the m/z ratio of prominent ions in the total ion chromatogram (TIC) as well as the GC retention indices [17]. Compounds were quantified based on the abundance from extracted ion chromatograms (EIC), normalized to the abundance of n-heneicosane (C21) in the EIC at m/z 57 for diesel and to the abundance of n-pentadecane (C15) in the EIC at m/z 57 for kerosene.

3.3. Model Development and Validation

The first-order rate constants (k) were determined using the methodology described in our previous work [17]. Briefly, the normalized abundance of each selected compound was plotted as a function of evaporation time, and nonlinear regression was used to fit the resulting decay curves to Equation (1) to determine the evaporation rate constant (TableCurve 2D, version 5.01, Systat Software, Richmond, CA, USA). The characteristic lifetime (τ), which is equal to 1/k, is often used to describe the completeness of the decay curve. Only rate constants for compounds with greater than 0.5 τ in the decay curve were included in model development. With this criterion, a total of 78 compounds were included in model development and a further 29 compounds were included in method validation, while introducing only minimal error of 2.9% [17]. A list of the compounds selected for model development and validation is provided in the Supplementary Material (Table S1a and S1b, respectively).

For each fixed temperature (5, 10, 20, 30, and 35 °C), the natural logarithm of the empirically determined rate constant for each compound was plotted as a function of $I^T$. Linear regression was then performed in Microsoft Excel (Office 2013, version 15.0, Microsoft Corporation, Redmond, WA, USA) to define each model in the form shown in Equation (3). The performance of each fixed-temperature model was evaluated by comparing the rate constants predicted by the models ($k_{\text{pred}}$) to the corresponding experimental evaporation rate constants ($k_{\text{exp}}$) for each selected compound. For each fixed-temperature model, the absolute percent error (APE) in rate constant prediction for each compound was calculated and then averaged across all compounds to yield the mean absolute percent error (MAPE) [27], according to Equation (6),

$$\text{MAPE} = \frac{\sum_{i=1}^{n} \left| \frac{k_{\text{exp},i} - k_{\text{pred},i}}{k_{\text{exp},i}} \right|}{n} \times 100 \quad (6)$$

To define the variable-temperature model, the experimentally-derived rate constants for each compound at each temperature were plotted as a function of $I^T$ and multiple linear regression was performed in Microsoft Excel (Office 2013, version 15.0, Microsoft Corporation), defining the model in the form shown in Equation (5). The performance of the variable-temperature model was assessed in a similar manner as described for the fixed-temperature models.

4. Results and Discussion

Representative TICs of diesel fuel prior to evaporation and after 300 h of evaporation at 5, 10, 20, 30, and 35 °C are shown in Figure 1. Volatile compounds, such as n-octane (C8), were completely evaporated after 300 h at all temperatures. Less volatile compounds, such as n-tetradecane (C14), remained relatively unchanged at all temperatures, even after 300 h. For compounds eluting between C8 and C14, an increase in temperature resulted in more rapid evaporation, as expected from the Arrhenius equation (Equation (4)). For example, at 10 °C, n-decane (C10) was still observed in the TIC, albeit at low abundance; however, at temperatures above 20 °C, C10 was completely evaporated. The empirically determined evaporation rate constants at each temperature for all selected
compounds are summarized in the Supplementary Material (Tables S2a–S6a). These experimental data were then used to develop fixed-temperature and variable-temperature models, as described in the following sections.

![Figure 1. Representative total ion chromatograms of diesel prior to evaporation (top) and after evaporation at 5–35 °C for 300 h. Even-numbered normal alkanes are labeled for reference.](image)

### 4.1. Fixed-Temperature Models

The natural logarithm of the rate constant ($\ln (k)$) for each compound at each temperature was plotted versus $I^T$, as shown in Figure 2. Linear regression was used to calculate the slope ($m$) and intercept ($b$) of Equation (3) to determine the fitting coefficients for each model, as summarized in Table 1. At all temperatures, a high coefficient of determination ($R^2 = 0.982–0.995$) indicated a good quality of fit to the linear equation. It is noteworthy that the slopes and the intercepts of Equation (3) show some degree of temperature dependence: As temperature increases, both the slope and intercept increase from $-1.12 \times 10^{-2}$ and 6.78 at 5 °C to $-1.00 \times 10^{-2}$ and 7.62 at 35 °C. The APE in predicting the rate constant for the selected compounds ranged from 0.0–40.6% across all fixed-temperature models (Supplementary Material, Tables S2a–S6a). The MAPE (Equation (6)) for each fixed-temperature model ranged from 8.6–10.8%, with an overall average prediction error of 10.0% (Table 1).

![Table 1. Fixed-temperature models developed for each temperature, including the number of compounds ($n$), slope ($m$), intercept ($b$), coefficient of determination ($R^2$) for linear regression of the $\ln (k)$ vs. $I^T$ plot, and the mean absolute percent error (MAPE) in prediction of the rate constant.](table)

<table>
<thead>
<tr>
<th>Temperature (K)</th>
<th>$n$</th>
<th>$m$</th>
<th>$b$</th>
<th>$R^2$</th>
<th>MAPE (%) Fixed-T Model</th>
<th>MAPE (%) Variable-T Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>278</td>
<td>42</td>
<td>$-1.12 \times 10^{-2}$</td>
<td>6.78</td>
<td>0.987</td>
<td>9.6</td>
<td>19</td>
</tr>
<tr>
<td>283</td>
<td>46</td>
<td>$-1.05 \times 10^{-2}$</td>
<td>6.17</td>
<td>0.982</td>
<td>10.8</td>
<td>16</td>
</tr>
<tr>
<td>293</td>
<td>51</td>
<td>$-1.02 \times 10^{-2}$</td>
<td>6.71</td>
<td>0.990</td>
<td>10.3</td>
<td>26</td>
</tr>
<tr>
<td>303</td>
<td>58</td>
<td>$-1.00 \times 10^{-2}$</td>
<td>7.35</td>
<td>0.995</td>
<td>8.6</td>
<td>9.4</td>
</tr>
<tr>
<td>308</td>
<td>61</td>
<td>$-1.00 \times 10^{-2}$</td>
<td>7.62</td>
<td>0.993</td>
<td>10.5</td>
<td>13</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>10.0</td>
<td>16.4</td>
</tr>
</tbody>
</table>

To validate the fixed-temperature models, 29 additional compounds were selected that spanned a similar $I^T$ range as those used to develop the models. The rate constants were experimentally determined at the same temperatures (5, 10, 20, 30, and 35 °C) and are summarized in the
Supplementary Material (Tables S2b–S6b). The experimental rate constants were then compared to the values predicted by the fixed-temperature models at the corresponding temperature. As a representative example, the experimental and predicted rate constants for decalin ($I_T = 1045$) at each temperature are shown in Table 2. For this compound, the APE for each fixed-temperature model ranged from 0.5–17%, with an overall average of 8.8%.

**Figure 2.** Natural logarithm of evaporation rate constant ($\ln k$) versus retention index for selected compounds. Linear regression according to Equation (3): 5 °C ($\times$), $\ln(k) = -1.12 \times 10^{-2} I_T + 6.78$, $R^2 = 0.987$, $n = 42$; 10 °C ($\blacksquare$), $\ln(k) = -1.05 \times 10^{-2} I_T + 6.17$, $R^2 = 0.982$, $n = 46$; 20 °C ($\blacktriangle$), $\ln(k) = -1.05 \times 10^{-2} I_T + 6.71$, $R^2 = 0.990$, $n = 51$; 30 °C ($\bullet$), $\ln(k) = -1.02 \times 10^{-2} I_T + 7.35$, $R^2 = 0.995$, $n = 58$; 35 °C ($\blacklozenge$), $\ln(k) = -1.00 \times 10^{-2} I_T + 7.62$, $R^2 = 0.993$, $n = 61$.

**Table 2.** The absolute percent error (APE) between the experimentally derived rate constant ($k_{\text{exp}}$) and predicted rate constant ($k_{\text{pred}}$) at each temperature for decalin ($I_T = 1045$) using the fixed-temperature and variable-temperature models.

<table>
<thead>
<tr>
<th>Temperature (K)</th>
<th>$k_{\text{exp}}$ (h$^{-1}$)</th>
<th>$k_{\text{pred}}$ (h$^{-1}$)</th>
<th>APE (%)</th>
<th>$k_{\text{pred}}$ (h$^{-1}$)</th>
<th>APE (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Fixed-T Model</td>
<td></td>
<td>Variable-T Model</td>
<td></td>
</tr>
<tr>
<td>278</td>
<td>8.41 × 10$^{-3}$</td>
<td>6.95 × 10$^{-3}$</td>
<td>17</td>
<td>5.87 × 10$^{-3}$</td>
<td>30</td>
</tr>
<tr>
<td>283</td>
<td>8.78 × 10$^{-3}$</td>
<td>7.93 × 10$^{-3}$</td>
<td>9.6</td>
<td>8.80 × 10$^{-3}$</td>
<td>3.0</td>
</tr>
<tr>
<td>293</td>
<td>1.60 × 10$^{-2}$</td>
<td>1.48 × 10$^{-2}$</td>
<td>7.6</td>
<td>1.84 × 10$^{-2}$</td>
<td>15</td>
</tr>
<tr>
<td>303</td>
<td>3.92 × 10$^{-2}$</td>
<td>3.58 × 10$^{-2}$</td>
<td>8.7</td>
<td>3.69 × 10$^{-2}$</td>
<td>5.8</td>
</tr>
<tr>
<td>308</td>
<td>5.87 × 10$^{-2}$</td>
<td>5.84 × 10$^{-2}$</td>
<td>0.5</td>
<td>5.15 × 10$^{-2}$</td>
<td>12</td>
</tr>
<tr>
<td>Average</td>
<td>8.8</td>
<td></td>
<td></td>
<td></td>
<td>13</td>
</tr>
</tbody>
</table>

The APE in predicting the rate constant for all validation compounds ranged from 0.0–52.4% across all fixed-temperature models (Supplementary Material, Tables S2b–S6b). Taking all 29 validation compounds into account, the MAPE (Equation (6)) for each fixed-temperature model ranged from 7.6–13.4%, with an overall average of 10.1% (Table 3), which is comparable to the MAPE of 10.0% that was determined during model development (Table 1). The difference in prediction error of only 0.1% demonstrates the applicability of the fixed-temperature models to a wider range of compounds, not only those used to develop the models. The ability to apply the model to additional compounds is essential for future applications beyond diesel and, in the future, beyond petroleum distillates.
Table 3. The mean absolute percent error (MAPE) in prediction of the rate constant for 29 validation compounds using the fixed-temperature and variable-temperature models.

<table>
<thead>
<tr>
<th>Temperature (K)</th>
<th>MAPE (%) Fixed-T Model</th>
<th>MAPE (%) Variable-T Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>278</td>
<td>13.4</td>
<td>16.7</td>
</tr>
<tr>
<td>283</td>
<td>9.3</td>
<td>17.9</td>
</tr>
<tr>
<td>293</td>
<td>7.6</td>
<td>27.5</td>
</tr>
<tr>
<td>303</td>
<td>9.2</td>
<td>10.8</td>
</tr>
<tr>
<td>308</td>
<td>10.8</td>
<td>11.3</td>
</tr>
<tr>
<td>Average</td>
<td>10.1</td>
<td>16.8</td>
</tr>
</tbody>
</table>

4.2. Variable-Temperature Model

The models developed in Section 4.1 were generated for five fixed temperatures (5–35 °C), but do not include temperature as a variable. Using the same experimental data, a variable-temperature model was developed to predict the rate constant using Equation (5). Multiple linear regression was performed to determine the fitting coefficients for the slopes ($m_1$ and $m_2$) and the intercept ($b$), defining the variable-temperature model as shown in Equation (7),

$$\ln(k) = -0.0103 \, I^T - 6410 \left( \frac{1}{T} \right) + 28.7$$  \hspace{1cm} (7)$$

From Equation (7), the slope $m_1$ is comparable to that for the fixed-temperature models (Table 1), indicating a similar dependence of rate constant on retention index. However, slope $m_2$ has a larger value, indicating a strong dependence of rate constant on temperature. The coefficient of determination for the variable-temperature model ($R^2 = 0.979$) was only slightly lower than the coefficients determined for the fixed-temperature models ($R^2 = 0.982–0.995$, Table 1). The performance of the variable-temperature model was evaluated by comparing the rate constant predicted using the model (Equation (7)) to the rate constants determined experimentally at each temperature. The APE for each selected compound is summarized in the Supplementary Material (Tables S2a–S6a) and ranged from 0.2–70.5%. The MAPE is summarized in Table 1, and ranged from 9.4–26%, with an overall average of 16.4%, which was slightly higher than the average error of 10.0% determined using the fixed-temperature models.

The rate constants for the 29 validation compounds were also predicted at each temperature using the variable-temperature model. Again, taking decalin ($I^T = 1045$) as an example, the APE at each temperature ranged from 0.3–30%, with an average error of 13% for the variable-temperature model, which was higher than the average error of 8.8% determined using the fixed-temperature models (Table 2). The APE for all validation compounds is summarized in the Supplementary Material (Tables S2b–S6b) and ranged from 0.2–54.1%, consistent with the prediction errors associated with the fixed-temperature models (0.0–52.4%).

The MAPE for all 29 validation compounds at each temperature is summarized in Table 3 and ranged from 10.8–27.5%, with an overall average of 16.8% for the variable-temperature model (compared to 10.1% for the fixed-temperature models, Table 3). Again, the error observed for the validation compounds is consistent with that for the compounds used to develop the model (Table 1).

It is useful to consider the source and magnitude of these prediction errors. Kinetic measurements are, by nature, less precise and accurate than equilibrium measurements, as the values change as a function of time and cannot be averaged. In this study, the precision of individual measurements by GC-MS ranged from approximately ±1–10%, depending on abundance. For ±1% precision, the resulting precision of the rate constant is expected to vary from 2.1–26% for rate constants ranging from $1 \times 10^{-2}$ to $1 \times 10^{-3} \text{ h}^{-1}$, respectively, by propagation of error via Equation (1). For ±10% precision, the resulting precision of the rate constant is an order of magnitude larger at 21–260%. Hence, most of the uncertainty in the rate constants arises from imprecision in the GC-MS abundance measurements.

In addition, a single model was used to predict rate constants for all compounds, regardless of chemical class. The prediction accuracy could be improved if separate models were developed...
for each compound \[17\]; however, such practice would be impractical for forensic applications. Finally, the prediction errors are slightly higher for the variable-temperature model than for the fixed-temperature model, as the regression equation includes an additional, uncorrelated variable. Nevertheless, the variable-temperature kinetic model is broadly applicable to a wide range of compounds and performance is comparable to that of the fixed-temperature models.

4.3. Applications of Variable-Temperature Model

4.3.1. Predicting the Fraction Remaining of Petroleum Distillates at a Given Time and Temperature

The evaporation rate constants predicted by the models can be used to determine the fraction remaining of an individual compound at a given retention index \(F_{IT}\). As an example, for the variable-temperature model, \(F_{IT}\) is obtained by substituting Equation (7) into Equation (1) and rearranging, as shown in Equation (8),

\[
F_{IT} = \frac{C_{IT, t}}{C_{IT, 0}} = \exp(- \exp(-0.0103 I_T - 6410 \left(\frac{1}{T}\right) + 28.7) t)
\]

the total fraction remaining \(F_{tot}\) of the fuel is then determined by summing Equation (8) over the relevant \(I_T\) range from the initial to final retention index \((I_{Ti} to I_{Tf})\), as shown in Equation (9),

\[
F_{tot} = \frac{\sum_{j=I_{Ti}}^{I_{Tf}} F_j C_{j, 0}}{\sum_{j=I_{Ti}}^{I_{Tf}} C_{j, 0}}
\]

as concentration is proportional to abundance in GC-MS, the initial concentration \(C_{j, 0}\) at each retention index can be determined from the abundance in the TIC or EIP of an unevaporated sample.

The application of the variable-temperature model to predict the chromatogram of a diesel sample evaporated at 20 °C (293 K) for 100 h is shown in Figure 3. First, an unevaporated diesel sample was analyzed and the resulting TIC is shown in Figure 3A. The \(F_{IT}\) was predicted using the variable-temperature model (Equation (8)) with \(T = 293 \text{ K and } t = 100 \text{ h}\) and plotted as a function of \(I_T\) to generate the fraction-remaining curve (Figure 3B). The \(F_{IT}\) ranges from 0–1, with \(F_{IT} = 0\) indicating complete evaporation at that \(I_T\), \(F_{IT} = 1\) indicating no evaporation, and \(F_{IT}\) values between these two limits indicating different extents of evaporation. From the fraction-remaining curve for diesel (Figure 3B), any compound with \(I_T < 900\) is predicted to be completely evaporated \((F_{IT} = 0)\), compounds with \(I_T\) between 900 and 1650 are expected to undergo evaporation to differing extents, and compounds with \(I_T > 1650\) are predicted to be relatively unaffected by evaporation \((F_{IT} = 1)\).

The fraction-remaining curve (Figure 3B) was then multiplied by the TIC of the unevaporated diesel (Figure 3A) to generate the predicted chromatogram of the evaporated diesel (red dotted line in Figure 3C). The predicted chromatogram was compared to the chromatogram of a diesel sample evaporated experimentally at 20 °C for 100 h (black solid line in Figure 3C) using Pearson product-moment correlation (PPMC) coefficients to assess similarity. The PPCM coefficient \((r)\) measures how two variables \((x\ and\ y)\) change with respect to one another (covariance), compared to the degree to which each variable changes independently (variance), as shown in Equation (10),

\[
r = \frac{\sum [(x_i - \bar{x})(y_i - \bar{y})]}{\sqrt{\sum (x_i - \bar{x})^2 \sum (y_i - \bar{y})^2}}
\]

the PPCM coefficients range from +1, which indicates a perfect positive correlation, to −1, which indicates a perfect negative correlation. Correlations can be classified as strong \((0.8 \leq |r| \leq 1)\), moderate
(0.5 < |r| < 0.8), or weak (0 ≤ |r| ≤ 0.5) [28]. In relation to chromatograms, \(x_i\) and \(y_i\) represent the abundance at each retention index in chromatograms \(x\) and \(y\), respectively, and \(\bar{x}\) and \(\bar{y}\) represent the mean abundance of all points in chromatograms \(x\) and \(y\), respectively.

Figure 3. (A) Chromatogram of unevaporated diesel (normalized to \(n\)-heneicosane), (B) fraction remaining curve predicted using the variable-temperature kinetic model with \(T = 20\) °C and \(t = 100\) h, and (C) chromatogram of evaporated diesel predicted by multiplying the unevaporated chromatogram by the fraction remaining curve (red dotted line) overlaid with the experimental chromatogram of diesel fuel after evaporation at 20 °C for 100 h (black solid line).
The predicted and experimentally derived diesel chromatograms were strongly correlated with a mean PPMC coefficient of 0.998 ± 0.001 (based on n = 27 comparisons of predicted and experimental chromatograms). The high PPMC coefficient indicates that the distribution of compounds in the predicted chromatogram is very similar to the distribution in the experimental chromatogram. However, as PPMC coefficients are insensitive to total abundance, the predicted and experimental chromatograms were also assessed based on $F_{\text{tot}}$, which indicates the total abundance represented in each chromatogram.

For the evaporated diesel, the experimentally determined $F_{\text{tot}}$ by mass was 0.82. For the predicted chromatogram, the $F_{\text{tot}}$ (Equation (9)) was 0.84, yielding an absolute error in prediction of 3.1%. However, the predicted $F_{\text{tot}}$ calculation was based on the change in peak abundance between the chromatograms of the predicted evaporated and the unevaporated samples, whereas the experimental fraction remaining was based on the difference in mass before and after evaporation. Thus, the experimental $F_{\text{tot}}$ was also calculated based on the area under the chromatograms of the evaporated and unevaporated samples ($F_{\text{tot by area}}$). In this case, the $F_{\text{tot by area}}$ was 0.88, yielding a slightly higher absolute error of 3.7%.

One of the advantages of this model is that the same regression equations (Equations (7) and (8)) can be applied, in principle, to any petroleum distillate. To demonstrate this capability, the variable-temperature kinetic model was applied to predict chromatograms corresponding to kerosene evaporated at 20 °C for 100 h. Kerosene was also experimentally evaporated under these conditions for comparison to the modeled chromatogram.

A representative chromatogram of the unevaporated kerosene is shown in Figure 4A. Kerosene contains a similar distribution of compounds as diesel, although it does contain more short-chain normal alkanes, which increases the volatility compared to diesel. With the similarity in chemical composition, the fraction remaining curve for kerosene (Figure 4B) is very similar to the curve for diesel (Figure 3B): compounds with $I_T < 900$ are predicted to be completely evaporated, compounds with $I_T > 1600$ are predicted to be relatively unaffected by evaporation, and compounds with $I_T$ between these two limits are predicted to undergo evaporation to different extents.

The fraction-remaining curve (Figure 4B) was then multiplied by the TIC of the unevaporated kerosene (Figure 4A) to generate the predicted chromatogram of evaporated kerosene (red dotted line in Figure 4C). The resulting predicted chromatogram showed a high degree of similarity with the chromatogram for the experimentally evaporated liquid (black solid line in Figure 4C). However, the more volatile compounds ($I_T < 1200$) were at slightly higher abundance in the predicted chromatogram, whereas less volatile compounds ($I_T > 1200$) were at slightly higher abundance in the experimental chromatogram. Nonetheless, the mean PPMC coefficient between the predicted and experimentally derived chromatograms was 0.987 ± 0.001 (based on n = 34 comparisons), indicating strong correlation. The experimental $F_{\text{tot}}$ by mass was 0.62, whereas the predicted $F_{\text{tot}}$ was 0.69, yielding an absolute error in prediction of 12.6%. However, the experimental $F_{\text{tot by area}}$ was 0.65, yielding a lower prediction error of 6.5%.

Despite strong correlation between predicted and experimentally derived chromatograms, PPMC coefficients for kerosene ($r = 0.987$) were lower than those observed for diesel ($r = 0.998$) and the error in $F_{\text{tot}}$ was greater ($F_{\text{tot}} = 6.5\%$ compared to 3.7\% for diesel). A possible source of this discrepancy lies in the normalization procedure. For diesel, n-heneicosane (C$_{21}$), a nonvolatile compound unaffected by evaporation, was selected for normalization. However, C$_{21}$ was not present in kerosene and, accordingly, the kerosene chromatogram was normalized to n-pentadecane (C$_{15}$). As C$_{15}$ is notably more volatile than C$_{21}$, any significant evaporation of C$_{15}$ would introduce a systematic error in the predictions.

Even with this noted limitation, the experimental chromatograms for kerosene are strongly correlated with the chromatograms generated using the variable-temperature model, which demonstrates the wider applicability of the model beyond diesel. The low prediction errors further demonstrate the success of the model in generating chromatograms corresponding to evaporated liquids.
Figure 4. (A) Chromatogram of unevaporated kerosene (normalized to \(n\)-pentadecane), (B) fraction remaining curve predicted using the variable-temperature kinetic model with \(T = 20\, ^\circ\text{C}\) and \(t = 100\, \text{h}\), and (C) chromatogram of evaporated kerosene predicted by multiplying the unevaporated chromatogram by the fraction remaining curve (red dotted line) overlaid with the experimental chromatogram of kerosene after evaporation at \(20\, ^\circ\text{C}\) for 100 h (black solid line).
4.3.2. Generating Modeled Reference Collection to Identify Ignitable Liquids in Fire Debris

In Section 4.3.1, the variable-temperature model was used to predict chromatograms corresponding to a given evaporation temperature and time for the purposes of validation. However, a more practical application of the model for fire debris analysis is to predict chromatograms corresponding to different $F_{\text{tot}}$ levels, which can be expressed in terms of the evaporation level of the fuel. For example, a chromatogram corresponding to $F_{\text{tot}} = 0.9$ represents 90% remaining of the fuel, which is equivalent to 10% evaporated fuel. In turn, the predicted chromatograms could form the basis of an extensive reference collection that could be used as a tool to aid in ignitable liquid identifications.

To demonstrate this application, the variable-temperature model was used to generate predicted chromatograms corresponding to $F_{\text{tot}}$ values ranging from 0.9–0.1, in increments of 0.1, at four temperatures (10, 20, 30, and 35 °C) for both diesel and kerosene. To do this, $F_{\text{fi}}^{T}$ was calculated using Equation (8) and $F_{\text{tot}}$ was calculated by summation across the $I_{\text{i}}$ range (i.e., $I_{\text{i}}^{T} = 739$ and $I_{\text{i}}^{T} = 3238$) using Equation (9) at each temperature. The variable $t$ in Equation (8) was then altered to attain the desired $F_{\text{tot}}$ value. For example, for $T = 20$ °C, setting $t = 40$ h resulted in $F_{\text{tot}} = 0.9$, whereas setting $t = 450,000$ h resulted in $F_{\text{tot}} = 0.1$. The fraction-remaining curves (Figure 5A) were individually multiplied by the chromatogram of an unevaporated diesel to generate the predicted chromatograms corresponding to the different $F_{\text{tot}}$ values (Figure 5B). Note that for clarity in Figure 5A,B, fraction-remaining curves and predicted chromatograms are shown only for the even $F_{\text{tot}}$ values at a single temperature ($T = 20$ °C).

As $F_{\text{tot}}$ decreases, the fraction-remaining curves shift to the right on the retention index axis (Figure 5A). That is, for $F_{\text{tot}} = 0.8$ at 20 °C, all compounds with $I^{T} < 900$ are expected to be completely evaporated, whereas for $F_{\text{tot}} = 0.2$ at 20 °C, all compounds with $I^{T} < 1600$ are expected to be completely evaporated (Figure 5A). These differences are reflected in the distribution of compounds observed in the predicted chromatograms for the evaporated diesel (Figure 5B): $n$-alkanes in the range $C_{11}$–$C_{22}$ are observed for $F_{\text{tot}} = 0.8$ but, as $F_{\text{tot}}$ decreases to 0.2, only the less volatile alkanes in the range $C_{17}$–$C_{22}$ remain.

Similar trends were observed for the fraction-remaining curves and predicted chromatograms generated at each temperature for each $F_{\text{tot}}$ value. As a representative example, the fraction-remaining curves corresponding to $F_{\text{tot}} = 0.6$ for diesel at each temperature are shown in Figure 5C and the corresponding predicted chromatograms are shown in Figure 5D. The fraction-remaining curves and hence, the predicted chromatograms, are remarkably similar at each temperature suggesting that evaporation is similar, irrespective of temperature. However, it should be noted that the temperature range considered here is relatively narrow, spanning only 25 °C.

![Figure 5](image-url)
Figure 5. (A) Fraction-remaining curves predicted using the variable-temperature model with $T = 20^\circ C$ and $t$ varied to generate $F_{\text{tot}}$ values of 0.8, 0.6, 0.4, and 0.2; (B) chromatograms of evaporated diesel corresponding to $F_{\text{tot}} = 0.8, 0.6, 0.4,$ and 0.2 predicted by multiplying the fraction-remaining curves in (A) by the chromatogram of an unevaporated diesel fuel (Figure 3A); (C) fraction-remaining curves predicted using the variable-temperature model with $T = 10, 20, 30,$ and $35^\circ C$ and $t$ varied to generate $F_{\text{tot}}$ values of 0.6 at each temperature, and (D) chromatograms of evaporated diesel corresponding to $F_{\text{tot}} = 0.6$ at $T = 10, 20, 30,$ and $35^\circ C$ predicted by multiplying the fraction-remaining curves in (C) by the chromatogram of an unevaporated diesel fuel (Figure 3A).
The chromatograms of each liquid predicted using the variable-temperature model in this manner constituted the modeled reference collection (\( n = 72 \), chromatograms for two fuels at nine evaporation levels and four temperatures) that was subsequently used in further comparisons. Two test sets of experimentally derived chromatograms were generated for comparison with the modeled reference collection. The first test set (Test Set 1) consisted of 10 chromatograms of diesel experimentally evaporated at 35 °C for times ranging from 1.5–300 h. Test Set 1 also included chromatograms of instrument replicates (\( n = 3 \)) and evaporation replicates (\( n = 2 \)). The second test set (Test Set 2) contained 10 chromatograms of diesel experimentally evaporated at the four different temperatures for times ranging from 0.5–150 h. Chromatograms in Test Set 2 were randomly selected using the random number generator function in Microsoft Excel (Office 365, version 1804, Microsoft Corporation) and no instrument or evaporation replicates were selected.

The chromatograms in Test Set 1 were individually compared to each predicted chromatogram in the modeled reference collection, using PPMC coefficients (Equation (10)) as a measure of similarity. Representative results are summarized in Figure 6 for the comparison of a diesel sample experimentally evaporated at 35 °C for 70 h. When compared to the predicted kerosene chromatograms in the reference collection, PPMC coefficients ranged from 0.607–0.762, indicating only moderate correlation. When compared to the predicted diesel chromatograms, PPMC coefficients ranged from 0.012–0.991, indicating strong correlation at higher \( F_{\text{tot}} \) values (Figure 6). Based on these initial comparisons, the liquid present in the experimental chromatogram was readily identified as diesel, rather than kerosene.

![Figure 6. Pearson-product moment correlation (PPMC) coefficients for comparison of a diesel sample experimentally evaporated at 35 °C for 70 h to the modeled reference collection containing predicted chromatograms corresponding to diesel (green circles) and kerosene (grey circles). The predicted chromatograms in this example were generated using the variable-temperature model with \( T = 35 \) °C and \( t \) varied to generate \( F_{\text{tot}} = 0.9–0.1 \) in increments of 0.1.](image)

The chromatogram in the reference collection that most closely resembles the experimental chromatogram was then identified by means of the maximum PPMC coefficient. For the example shown in Figure 6, the maximum PPMC coefficient is indicated by an arrow. This maximum PPMC coefficient of 0.991 occurred for comparison to the predicted diesel chromatogram corresponding to \( F_{\text{tot}} = 0.8 \). The \( F_{\text{tot}} \) by area for the experimental chromatogram was 0.81 (see Table 4, 70 h B), indicating close agreement with the predicted chromatogram. Further, the PPMC coefficients for comparisons of this experimental chromatogram to predicted chromatograms at 10, 20, and 30 °C differed by only 0.001 from that at 35 °C and, in each case, corresponded to \( F_{\text{tot}} = 0.8 \). The results for comparison...
of all chromatograms in Test Set 1 to the modeled reference collection are summarized in Table 4. The maximum PPMC coefficients ranged from 0.979–0.996, indicating strong correlation, and differed by only 0.001 across the temperature range of 10–35 °C.

**Table 4.** PPMC coefficients for comparison of Test Set 1 (experimentally evaporated at 35 °C) to the predicted diesel chromatograms in the modeled reference collection.

<table>
<thead>
<tr>
<th>Test Set 1 Chromatograms</th>
<th>1.5 h</th>
<th>3 h</th>
<th>7 h</th>
<th>30 h</th>
<th>30 h</th>
<th>30 h</th>
<th>70 h</th>
<th>70 h</th>
<th>150 h</th>
<th>300 h</th>
</tr>
</thead>
<tbody>
<tr>
<td>( F_{\text{tot experimental}} )</td>
<td>0.99</td>
<td>0.99</td>
<td>0.97</td>
<td>0.90</td>
<td>0.87</td>
<td>0.92</td>
<td>0.85</td>
<td>0.81</td>
<td>0.73</td>
<td>0.63</td>
</tr>
<tr>
<td>Max. PPMC (35 °C)</td>
<td>0.980</td>
<td>0.988</td>
<td>0.995</td>
<td>0.993</td>
<td>0.993</td>
<td>0.993</td>
<td>0.994</td>
<td>0.991</td>
<td>0.993</td>
<td>0.992</td>
</tr>
<tr>
<td>Max. PPMC (30 °C)</td>
<td>0.979</td>
<td>0.988</td>
<td>0.995</td>
<td>0.992</td>
<td>0.993</td>
<td>0.993</td>
<td>0.994</td>
<td>0.991</td>
<td>0.993</td>
<td>0.992</td>
</tr>
<tr>
<td>Max. PPMC (20 °C)</td>
<td>0.980</td>
<td>0.989</td>
<td>0.996</td>
<td>0.993</td>
<td>0.993</td>
<td>0.994</td>
<td>0.990</td>
<td>0.993</td>
<td>0.992</td>
<td>0.992</td>
</tr>
<tr>
<td>Max. PPMC (10 °C)</td>
<td>0.979</td>
<td>0.988</td>
<td>0.995</td>
<td>0.993</td>
<td>0.993</td>
<td>0.994</td>
<td>0.991</td>
<td>0.993</td>
<td>0.992</td>
<td>0.992</td>
</tr>
<tr>
<td>( F_{\text{tot predicted}} )</td>
<td>0.9</td>
<td>0.9</td>
<td>0.9</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>0.7</td>
<td>0.6</td>
</tr>
</tbody>
</table>

A and B indicate evaporation replicates, whereas a, b, and c indicate instrument replicates; \( F_{\text{tot experimental}} \) is the total fraction remaining in the experimental chromatogram, calculated based on the area under the chromatogram; Max. PPMC (X °C) indicates the maximum PPMC coefficient obtained for comparison of the experimental chromatogram to all chromatograms predicted with \( T = X \) °C; \( F_{\text{tot predicted}} \) is the total fraction remaining in the predicted chromatogram, calculated based on the area under the chromatogram.

A similar trend was observed for comparisons of Test Set 2 with the modeled reference collection (Table 5). For each comparison, maximum PPMC coefficients ranged from 0.94–0.99 and, at each temperature, coefficients varied by only 0.001, indicating strong correlation between the predicted and experimental chromatograms. For 8 of the 10 chromatograms in Test Set 2, the experimental \( F_{\text{tot}} \) value was 0.96 or greater. With one exception, the maximum PPMC coefficients were obtained for comparisons to the predicted chromatograms corresponding to \( F_{\text{tot}} = 0.9 \), which was the highest \( F_{\text{tot}} \) value included in the modeled reference collection. These chromatograms generally showed lower maximum PPMC values (\( r = 0.941–0.989 \)), as the experimental \( F_{\text{tot}} \) value was outside the range of the modeled reference collection. The experimental \( F_{\text{tot}} \) values in the two remaining experimental chromatograms in Test Set 2 were 0.78 and 0.73. For these two chromatograms, the maximum PPMC coefficients were obtained for comparisons to the predicted chromatograms corresponding to \( F_{\text{tot}} = 0.8 \) and 0.7, respectively. These chromatograms generally showed higher maximum PPMC values (\( r = 0.992–0.994 \)), as the \( F_{\text{tot}} \) value was within the range of the modeled reference collection. Thus, the modeled reference collection can be used not only to identify the liquid present but also to estimate the extent of evaporation. While the latter is not typically necessary in fire debris analyses, these data demonstrate the success and the accuracy of the variable-temperature model for identification purposes.

**Table 5.** PPMC coefficients for comparison of Test Set 2 to the predicted diesel chromatograms in the modeled reference collection.

<table>
<thead>
<tr>
<th>Test Set 2 Chromatograms</th>
<th>1.5 h 10 °C</th>
<th>30 h 10 °C</th>
<th>70 h 10 °C</th>
<th>0.5 h 20 °C</th>
<th>3 h 30 °C</th>
<th>7 h 30 °C</th>
<th>70 h 35 °C</th>
<th>0.5 h 35 °C</th>
<th>70 h 35 °C</th>
<th>150 h 35 °C</th>
</tr>
</thead>
<tbody>
<tr>
<td>( F_{\text{tot experimental}} )</td>
<td>1.11</td>
<td>1.22</td>
<td>1.18</td>
<td>0.96</td>
<td>1.02</td>
<td>1.00</td>
<td>0.96</td>
<td>0.99</td>
<td>0.78</td>
<td>0.73</td>
</tr>
<tr>
<td>Max. PPMC (35 °C)</td>
<td>0.942</td>
<td>0.958</td>
<td>0.961</td>
<td>0.954</td>
<td>0.977</td>
<td>0.981</td>
<td>0.989</td>
<td>0.979</td>
<td>0.994</td>
<td>0.992</td>
</tr>
<tr>
<td>Max. PPMC (30 °C)</td>
<td>0.942</td>
<td>0.958</td>
<td>0.961</td>
<td>0.954</td>
<td>0.977</td>
<td>0.981</td>
<td>0.989</td>
<td>0.979</td>
<td>0.994</td>
<td>0.992</td>
</tr>
<tr>
<td>Max. PPMC (20 °C)</td>
<td>0.942</td>
<td>0.958</td>
<td>0.961</td>
<td>0.954</td>
<td>0.977</td>
<td>0.981</td>
<td>0.989</td>
<td>0.980</td>
<td>0.994</td>
<td>0.992</td>
</tr>
<tr>
<td>Max. PPMC (10 °C)</td>
<td>0.941</td>
<td>0.958</td>
<td>0.961</td>
<td>0.954</td>
<td>0.977</td>
<td>0.981</td>
<td>0.989</td>
<td>0.979</td>
<td>0.994</td>
<td>0.992</td>
</tr>
<tr>
<td>( F_{\text{tot predicted}} )</td>
<td>0.9</td>
<td>0.9</td>
<td>0.9</td>
<td>0.9</td>
<td>0.9</td>
<td>0.8</td>
<td>0.8</td>
<td>0.9</td>
<td>0.8</td>
<td>0.7</td>
</tr>
</tbody>
</table>

\( F_{\text{tot experimental}} \) is the total fraction remaining in the experimental chromatogram, calculated based on the area under the chromatogram; Max. PPMC (X °C) indicates the maximum PPMC coefficient obtained for comparison of the experimental chromatogram to all chromatograms predicted with \( T = X \) °C; \( F_{\text{tot predicted}} \) is the total fraction remaining in the predicted chromatogram, calculated based on the area under the chromatogram.
5. Conclusions

The development, validation, and application of a variable-temperature kinetic model to predict evaporation rate constants has been demonstrated. The model predicts evaporation rate to be constant as a function of gas chromatographic retention index, which provides an accurate surrogate for the physical properties (boiling point or vapor pressure) and negates the need to know the identity of the compound. Further, the kinetic foundation of the model provides an accurate time and temperature basis.

Following the empirical determination of evaporation rate constants of 78 compounds spanning different chemical classes in diesel fuel, fixed-temperature models were developed at five temperatures, ranging from 5–35 °C. Evaporation rate constants for additional compounds in diesel were predicted with a mean absolute percent error of 10.0%. The same empirical data were used to develop the variable-temperature model, with a mean absolute percent error of 16.4% over the temperature range of 5–35 °C.

Specifically for forensic fire debris applications, the utility of the variable-temperature model lies in its ability to predict chromatograms corresponding to different evaporation levels of ignitable liquids that can be used subsequently to generate extensive reference collections. To that end, the application of the variable-temperature model to generate such a reference collection was demonstrated with successful identification of both the liquid and level of evaporation in a test set of chromatograms.

Although the model was developed based on diesel fuel, this work demonstrated wider applicability of the model to another petroleum distillate, kerosene. Given that the model is based on retention index, even wider applicability to other ignitable liquid classes is possible and does not require knowledge of the identity, concentration, or chemical and physical properties of compounds in the liquid. It is also worth reiterating that, while the model includes a variable-temperature term, evaporations in this initial study were conducted over a relatively low and narrow temperature range of 5–35 °C. Thus, future work will focus on modeling evaporation of a wider range of liquids and at higher temperatures. Nonetheless, this initial work demonstrates the success of the variable-temperature model in predicting evaporation rate constants as a function of retention index and in modeling chromatograms corresponding to evaporated ignitable liquids for fire debris applications.

Supplementary Materials: The following are available online at http://www.mdpi.com/2297-8739/5/4/47/s1, Table S1a: Selected compounds monitored during evaporation of diesel fuel for development of fixed-temperature and variable-temperature models, Table S1b: Selected compounds monitored during evaporation of diesel fuel for validation of fixed-temperature and variable-temperature models, Table S2a: For model development, the experimental rate constant (k_{exp}), characteristic lifetime (\tau), and the number of \tau in 300 h for selected compounds monitored during the evaporation of diesel fuel at 5 °C, Table S2b: For model validation, the experimental rate constant (k_{exp}), characteristic lifetime (\tau), and the number of \tau in 300 h for selected compounds in diesel fuel evaporated at 5 °C, Table S3a: For model development, the experimental rate constant (k_{exp}), characteristic lifetime (\tau), and the number of \tau in 300 h for selected compounds in diesel fuel evaporated at 10 °C, Table S4a: For model development, the experimental rate constant (k_{exp}), characteristic lifetime (\tau), and the number of \tau in 300 h for selected compounds in diesel fuel evaporated at 20 °C, Table S5a: For model development, the experimental rate constant (k_{exp}), characteristic lifetime (\tau), and the number of \tau in 300 h for selected compounds in diesel fuel evaporated at 30 °C, Table S6a: For model development, the experimental rate constant (k_{exp}), characteristic lifetime (\tau), and the number of \tau in 300 h for selected compounds in diesel fuel evaporated at 35 °C, Table S3b: For model validation, the experimental rate constant (k_{exp}), characteristic lifetime (\tau), and the number of \tau in 300 h for selected compounds monitored during the evaporation of diesel fuel at 10 °C, Table S4b: For model validation, the experimental rate constant (k_{exp}), characteristic lifetime (\tau), and the number of \tau in 300 h for selected compounds monitored during the evaporation of diesel fuel at 20 °C, Table S5b: For model validation, the experimental rate constant (k_{exp}), characteristic lifetime (\tau), and the number of \tau in 300 h for selected compounds monitored during the evaporation of diesel fuel at 30 °C, Table S6b: For model validation, the experimental rate constant (k_{exp}), characteristic lifetime (\tau), and the number of \tau in 300 h for selected compounds monitored during the evaporation of diesel fuel at 35 °C.
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