Abstract: In order to correctly predict and evaluate the response of wave energy converters (WECs), an accurate representation of wave climate resource is crucial. This paper gives an overview of wave resource modeling techniques and applies a methodology to estimate the naturally available and technically recoverable resource in a given deployment site. The methodology was initially developed by the Electric Power Research Institute (EPRI), which uses a modified gamma spectrum to interpret sea state hindcast parameter data produced by National Oceanic and Atmospheric Administration’s (NOAA’s) WaveWatch III. This gamma spectrum is dependent on the calibration of two variables relating to the spectral width parameter and spectral peakedness parameter. In this study, this methodology was revised by the authors to increase its accuracy in formulating wavelength. The revised methodology shows how to assess a given geographic area’s wave resource based on its wave power density and total annual wave energy flux.

Keywords: wave spectra; wave climate analysis; wave power absorption; wave power density; wave energy flux

1. Introduction

This paper presents a systematic methodology to parameterize the wave energy resource for a given deployment site where a wave energy converter (WEC) is applied. The presented methodology allows us to evaluate the WEC’s response and power product for a finite range of values on significant wave height ($H_r$), and the peak wave period ($T_p$). Based on the calculated WEC’s response and power production at one site, the WEC’s performance at other sites with different sea states can be estimated through a numerical interpolation [1,2]. At present, a power matrix in terms of $H_r$, $T_p$, or energy period ($T_e$) is being used by WEC developers employed to represent a WEC’s output power. However, due to the fact that there exist different spectral shapes for a given $H_r$ and $T_p$, the same power matrix may result in a variety of estimations in the power produced by the WEC, which leads to significant error [3].

In order to eliminate the barrier caused by the limited descriptive ability of the power matrix, the Department of Trade and Industry (DTI) in the United Kingdom (U.K.) presented a preliminary wave energy device performance protocol, which describes the response of a WEC through several tables that outline the mean, standard deviation, and minimum and maximum power for each cell of the power matrix [4]. This technique is relatively simple to use; nevertheless, the distribution of spectral shapes for a given $H_r$ and $T_p$ is highly dependent on the deployment location of the WECs. Therefore, for each potential deployment site of WECs, such a table has to be created to depict the
distribution of spectral shapes for the $H_s$ and $T_p$ in that location. This type of work can be very laborious and time consuming if a number of sites are selected for deploying the WEC.

Smith et al. used a variety of bandwidth parameters to define the spread in energy within the sea state. Correlations between the sea bandwidth parameters and the width of power transfer functions were identified, and the effect of two generic power transfer functions on power production from six simulated wave spectra were examined [5]. Fusco et al. presented a methodology to assess the possible benefits of the combination of wind energy with the wave energy through analysis of the raw wind and wave resource at certain locations around the coasts of Ireland [6]. In that study, a wave system was also defined by $H_s$ and $T_p$. Folley and Whittaker used a third-generation spectral wave model to model the wave transformation from deepwater to a nearshore site in a water depth of 10 m. The wave transformation model was then employed to calculate a site’s potential using the exploitable wave energy resource [7]. Carballo and Iglesias extracted significant wave height, energy period, and mean wave direction and characterized the wave resource based on the probability distribution of the three parameters using a Joint North Sea Wave Observation Project (JONSWAP) spectrum. Power performance that can be obtained at a location of interest with a certain WEC technology was then determined based on the various wave cases, both on a monthly and annual basis [8].

Duclos et al. [9] showed that optimizing the WEC necessitates accounting for all possible wave conditions weighted by their annual occurrence frequency, as generally given by the classical wave climate scatter diagrams. A generic and simple wave energy converter was also presented to show how the optimal parameters depend on the very different wave climates. Besides that, the influence of the wave climate on the design and annual production of electricity by oscillating water column (OWC) wave power plants was also investigated by Sarmento et al. [10].

Based on the current progress made in wave resource description and WEC power response evaluation, this paper will continue to review different models for omnidirectional wave spectra and then outline and revise a systematic methodology to estimate two quantities for characterizing the naturally available wave energy resource in a given area, as given by the Electric Power Research Institute (EPRI) [11]. The EPRI method is based on a calibration of spectral width parameter, $n$, which is observed to have a significant influence on the wave power density and is proved to be robust in all ocean regions evaluated, including the North Pacific Ocean, Gulf of Mexico, and the Caribbean Sea. The remaining sections of this paper are organized as follows: Section 2 describes the standard spectral models; Section 3 presents a five-step technical approach for estimating the wave energy resource, the wave power density values, and the annual wave energy flux in a given region; Section 4 presents a case study to apply this method to estimate the available wave energy for a localized geographic location and validate the results by comparing to current data; the entire paper is concluded by Section 5.

2. Omnidirectional Wave Spectral Models

Equation (1) [12] gives a family of equations which are most commonly used for assessing the unimodal spectra:

$$S(f) = af^{-r} \exp\left(-\beta f^{-s}\right) \gamma^a(f)$$  \hspace{1cm} (1)

Here $a, \beta, r, s > 0$, and $\gamma \geq 1$, and

$$a(f) = \exp\left(-\frac{1}{2} \left(\frac{f - f_p}{\sigma f_p}\right)^2\right)$$  \hspace{1cm} (2)

$$\sigma = \begin{cases} 0.07 & \text{for } f < f_p \\ 0.09 & \text{for } f \geq f_p \end{cases}$$  \hspace{1cm} (3)
where $f_p$ is the peak frequency of the spectrum and defined as

$$f_p = (s\beta/r)^{1/s}$$  

In Equation (1), $\alpha$ and $\beta$ are scale and shift parameters, which depend on $H_s$ and $T_p$, $r$ and $s$ are parameters that control the shape of the spectrum, $\gamma$ is the peak enhancement factor, and $a(f)$ is the peak intensity function. Overall, five free parameters are needed to fully define the family of spectra (Equations (1)–(4)). In order to reduce the number of free variables in describing the sea state, some parameters can be fixed with constant values while the remaining parameters still stay free. Thus, one can obtain different forms originally converted from Equation (1).

For example, the classic Bretschneider form [10] was converted from Equation (1) by taking $r = 5$, $s = 4$, and $\gamma = 1$. Pierson and Moskowitz proposed a special form of the Bretschneider spectrum for fully developed seas in the Northern Atlantic Ocean generated by local winds [13]. In the Pierson–Moskowitz spectrum, $\alpha$ is a function of wind speed, and the energy in the spectrum depends on the value of $\beta$ only. Hasselmann et al. modified the Pierson–Moskowitz spectrum by enforcing that $\gamma \neq 1$, in order to improve the fit to the more peaked spectral shapes observed in the fetch-limited wind seas during the Joint North Sea Wave Observation Project (JONSWAP) [14]. Based on the fundamental Bretschneider, Pierson–Moskowitz, and JONSWAP spectra, Ochi and Hubble proposed a wave spectrum, which is the sum of two separate component spectra in order to represent sea states that include both remotely generated swell and local wind-generated sea [15]. The Ochi–Hubble spectrum suggested that $s = 4$ and $\gamma = 1$, leaving $r$ a free parameter; a gamma-type spectrum was used in that spectrum to describe the swell component of the two-peaked spectrum. Lately, Boukhanovsky and Soares extended that gamma-type spectrum to present a gamma spectrum that approximates any frequency spectrum with $\gamma = 1$ and $s = (r - 1)$ and used that spectrum to model the multipeaked directional wave spectra [16].

Boukhanovsky’s research showed the advantage of the proposed gamma spectrum in modeling multipeaked directional wave spectra, which occur with a high percentage in the location of interest of this study. Moreover, the reliability of the gamma spectrum in wave spectra modeling and reconstruction was also verified through employing it to model ocean conditions in the Gulf of Mexico [17,18]. Therefore, in this paper, the use of the gamma spectra will be modified to include two spectral shape coefficients. The calibration objective is to find values of these coefficients for a given region through an iterative process in order to reconstruct the overall sea state spectra that would best fit the full hindcast spectra for the given region of a selected deepwater calibration station.


In a recent study conducted by the EPRI, data was collected from U.S. coastal waters for a 51-month WaveWatch III hindcast database that was developed specifically for the EPRI by the National Center for Environmental Prediction (NCEP) of National Oceanic and Atmospheric Administration (NOAA) [19]. The EPRI’s method was validated by comparing the WaveWatch III hindcast results with the wave measurements recorded during the same time period. According to this methodology, two quantities will be found and estimated for characterizing the naturally available wave energy resource in a given site. Those two quantities are the wave power density (kilowatt per meter of wave crest width) and the total annual wave energy flux (TW-h per year). Five major steps need to be followed to obtain these two quantities. A flowchart showing this five-step method is plotted in Figure 1.
In step 1, the large gridded hindcast data files produced by NCEP are preprocessed and converted into a more usable and accessible database structure. WaveWatch III solves the random-phase spectral action density balance equation for wavenumber–direction spectra. In this equation, it is assumed that properties of the medium (water depth and current) as well as the wave field itself vary on time and space scales that are much larger than the variation scales of a single wave. The raw data (grid points) given from the WaveWatch database are the full directional spectrum data (in frequency domain), which need to be first converted to the nondirectional data (in time domain) and organized into its time slot. The conversions will be performed by the WaveWatch III model at 3 h intervals for all grid points. Due to the fact that the full directional spectrum contains such a vast amount of information (24 directions × 25 frequency bins = 600 values per hindcast), the full directional spectrum is only achieved for 275 grid points around the world. If a full directional spectrum is available, then these values need to be converted into the nondirectional wave spectrum.

3.1.1. Calculating Nondirectional Spectrum from Directional Spectrum

The term “nondirectional spectrum” here is referred as the “nondirectional wind wave sea surface elevation variance density spectrum”, which is the integral of the directional wave spectrum over all directions (dθ) at each frequency. Therefore, given $S(f, \theta)$ as the directional wave spectrum in m$^2$/Hz/radians, then the nondirectional wave spectrum $S(f)$ is in m$^2$/Hz and can be calculated as follows:

$$S(f) = \int_0^{2\pi} S(f, \theta) d\theta = \Delta\theta \sum_{i=1}^{Nd} S(f, \theta_i) = \frac{2\pi}{N} \sum_{i=1}^{Nd} S(f, \theta_i)$$

(5)

where $Nd$ is the number of directional bins, which is 24 in the WaveWatch III model; $\theta$ is the wave direction in radians; and $f$ is the frequency in Hz. Now that the nondirectional wave spectrum is established, the spectral moments can equally be computed directly from the directional spectrum.
3.1.2. Calculating the Spectral Moments from the Nondirectional Spectrum

In order to calibrate the spectral shape coefficients and calculate the sea state parameters from the nondirectional wave spectrum, the $n$th spectral moment needs to be defined as:

$$m_n = \int_0^{\infty} f^n S(f) \, df = \sum_{i=1}^{N_f} (f_i)^n S(f_i) \Delta f_i$$  \hspace{1cm} (6)

where $N_f$ is the number of frequency bins, which is 25 for the WaveWatch III database, and $\Delta f_i$ is the frequency bin width for the $i$th bin.

In order to establish an iterative process, two initial spectral moments $m_0$ and $m_{-1}$, are defined as:

$$m_0 = \sum_{i=1}^{N} S(f_i) \Delta f_i$$  \hspace{1cm} (7)

$$m_{-1} = \sum_{i=1}^{N} f_i S(f_i) \Delta f_i$$  \hspace{1cm} (8)

These moments are required for calculating the significant wave height, wave energy period, and wave power density.

The remaining grid points only include three sea state parameters: spectrally derived significant wave height ($H_{m0}$), peak wave period ($T_p$), and mean direction of spectral peak energy ($\theta_p$). Though such a database of fully partitioned sea state parameters does not provide as much information as contained in the full directional spectrum, the information is sufficient enough to reconstruct the nondirectional spectrum by applying a theoretical spectral formulation to each partition, and then summing the remaining spectra across all partitions or component wave trains. This will be completed in step 2. Before that, the large gridded hindcast data files produced by the NCEP need to be preprocessed into a more usable and accessible database structure.

3.1.3. Organizing the Directional Data

After obtaining the nondirectional data, those data have to be sorted and organized into a database structure. In order to do that, the grid points for specific geographic area and mapping limitations will be selected, and the selected points will then be organized into a file structure that has all the time steps for a given month as an individual file for each grid point.

The WaveWatch III hindcast file produced by NCEP is structured monthly. The multi-partition sea state parameter values are assigned to every grid point throughout a given geographic domain of the file at a particular time step, and those values are updated for each grid point for the next time step. The interval between two neighboring time steps is 3 h. Typically, the large gridded domains have a spacing of 4 min in longitude and latitude. In preprocessing the data, only the grid points for the specific geographic area and mapping limitations will be selected and organized into a file structure that has all the time steps for given months, in which an individual file is created for each grid point. An example of the organized data structure is displayed in the Appendix A, which shows a sorting of files by region, depth zone, grid point, and month.

3.2. Calibrate the Spectral Shape Coefficients

From the given sea state parameters, the wave power density needs to be accurately calculated. In the present methodology, a modified gamma spectrum will be reconstructed and applied to each sea state partition. This modified gamma spectrum has two spectral shape coefficients. In order to find these coefficients, a calibration process needs to be performed to find their values for a given region so as to reconstruct the overall sea state spectra that would best fit the full hindcast spectra for that region from a selected deepwater calibration station.
It can be observed that the wave power density is directly proportional to \( m_{-1} \) of the wave spectrum (Equation (28)). The calibration technique developed by EPRI attempts to minimize the difference between the reconstructed spectrum and the full spectrum for \( S(f)/f \), which is the integrand of \( m_{-1} \) (Equation (28)). The root-mean-square (RMS) difference in \( S(f)/f \) between the reconstructed spectrum and the full hindcast spectrum over the entire range of frequencies for a particular time step will be first calculated. The RMS differences will then be aggregated over all time steps in a given month–year combination. Next, the shape coefficient \( k_b \) value that leads to the least aggregate RMS difference can be found. Section 3.2.1 explains the formula for finding the wave spectrum, and Section 3.2.2 introduces how to calibrate the coefficients \( n \) and \( \gamma \) that are used for the formula presented in Section 3.2.1. The procedure for minimizing the RMS to get \( k_b \) is basically the process of calibrating the coefficient \( n \), which will be demonstrated in Section 3.2.2.

This procedure is demonstrated through the following equations.

### 3.2.1. Theoretical Gamma Spectral Formulation

The spectral formulation for a single wave train or partition developed by EPRI is derived from the basic gamma (\( \Gamma \)) spectrum equation \([15,16]\) as:

\[
S_{\Gamma}(f) = \frac{A}{f^n} \exp \left[ -\frac{B}{f^{(n-1)}} \right] \gamma^a \tag{9}
\]

where:

\[
A = n \frac{H_{m0}^2}{T_p^4} \tag{10}
\]
\[
B = \frac{n}{T_p^4} \tag{11}
\]

In these equations, \( n \) is the spectral width parameter and \( \gamma \) is the spectral peakedness parameter. The exponent parameter, \( a \), defines the asymmetry around the spectral peak and is a function of \( f \) according to the following formula:

\[
a = \exp \left[ -\frac{(f - f_p)^2}{\sigma^2 f_p^2} \right] \tag{12}
\]

where \( \sigma \) is defined in Equation (3).

The gamma spectrum becomes the Bretschneider spectrum when \( n = 5 \) and \( \gamma = 1 \), whose shape depends only on two sea state parameters, \( H_{m0} \) and \( T_p \). The gamma spectrum becomes the JONSWAP spectrum when \( n = 5 \) and \( \gamma > 1 \), which has a peak overshoot characteristic for developing seas. Following Boukhanovsky and Soares’ approach \([16]\), a full spectrum can be reconstructed as the sum of gamma spectra by calibrating either \( n \) or \( \gamma \).

### 3.2.2. Calibrating \( n \) and \( \gamma \) for Use in the Gamma Spectra

Within any given hindcast partition there are two types of wave trains that can be represented by the shape factors \( n \) and \( \gamma \). The type I sea state refers to the developing wind seas, so we set \( n = 5 \) and calibrate \( \gamma \) using Equation (12) to define the spectral peak asymmetry. The type II sea state refers to all other sea states (swells, decaying wind seas, and fully developed wind seas). For this type we set \( \gamma = 1 \) and calibrate the spectral width parameter, \( n \).

The type I sea state is defined for the developing wind seas, and in order for such seas to develop the spectrum, the actual wave period needs to be longer than the peak period, \( T_p \). This is due to the fact that waves characterized by shorter periods have already reached the steepness required for equilibrium and cannot grow higher without destabilizing or breaking. Within the spectra there exists a long-period cutoff, above which the wave energy in the spectra is traveling faster than the wind.
This is because the wave group velocity is directly proportional to the angular frequency as \( c_G = \omega / k \), where \( k \) is the wavenumber. As long as the spectral peak period is less than the long-period cutoff, the spectrum can still develop further.

Another advantage of the WaveWatch III hindcast data is that it also produces local wind speed along with the sea state parameters. This advantage allows us to estimate the long-period cutoff using the Pierson–Moskowitz relationship [13]. This relationship can be used to identify the developing seas in the hindcast partitions. The Pierson–Moskowitz theoretical peak period for a fully developed sea state in complete equilibrium with the local wind speed, however, it can be used as the long-period cutoff. There is an inconsistency due to the fact that the wind speed in the Pierson–Moskowitz relationship is given at an elevation of 19.5 m above sea level and the WaveWatch III hindcast wind speed data is given at 10 m above sea level. In order to apply the Pierson–Moskowitz relationship for the WaveWatch III hindcast data, a 1/7-power law for the shear profile in the marine boundary is employed [19–21]. The peak wave period for fully developed seas, \( T_{pFD} \), can be calculated as:

\[
T_{pFD} = \frac{2\pi U_{10} (1.95)^{1/4}}{0.87 g} = \frac{7.9450 U_{10}}{g} = 0.81016 U_{10}
\]

where \( U_{10} \) is the WaveWatch III hindcast wind speed at 10 m above sea level and \( g \) is the gravitational acceleration, which is 9.81 m/s\(^2\).

Once \( T_{pFD} \) is found, then it can be compared to the WaveWatch III hindcast peak period (\( T_p \)) for that given partition. If \( T_p < T_{pFD} \), then that partition is considered to be in a developing wind sea state and can be labeled as a type I sea state and calibrated accordingly, as stated above. If \( T_p > T_{pFD} \), then the partition is labeled as a type II sea state and \( n \) needs to be determined as:

\[
n = 5 w_f + k_b T_p (1 - w_f)
\]

In Equation (14), \( T_p \) is the WaveWatch III hindcast peak period of the partition and \( w_f \) is the hindcast wind fraction of the partition, which refers to the fraction of energy in a given partition forced by local winds. Note that the calibrated value of \( k_b \), as discussed above, is now implemented as a dimensional constant which models the dependency of the spectral width on the peak.

From Equation (14), if \( w_f = 1 \), then \( n \) is calculated as 5, and the spectrum becomes the Bretschneider spectrum, which is appropriate for seas under the influence of local winds with no swell energy present. It was found by EPRI that \( k_b \) indicates the spectral width of wave energy that is not influenced by the local winds [11]. It is the value of \( k_b \) that is calibrated, which in turn determines \( n \) from Equation (14).

### 3.3. Reconstructing the Overall Spectra

In this step, the overall spectra can be reconstructed using the spectral shape parameters calibrated in previous steps, as Equation (9). By using the two data inputs (the hindcast sea state parameter data and the spectral shape coefficient data) for each partition in the given region, the spectra and the sea state parameters can be calculated in step 4 for each time step in a given month. If the time period of interest is 12 months, then there would be approximately 2920 hindcast time steps (the time interval is 3 h) on each grid point. The overall number of reconstructed overall sea state spectra during a 12-month period will then be equal to 2920 times the number of grid points in the region of interest. This reconstruction process is depicted in Figure 2.
In Equation (14), $T_p$ is the WaveWatch III hindcast peak period of the partition and $w_f$ is the hindcast wind fraction of the partition, which refers to the fraction of energy in a given partition forced by local winds. Note that the calibrated value of $k_b$, as discussed above, is now implemented as a dimensional constant which models the dependency of the spectral width on the peak. From Equation (14), if $w_f = 1$, then $n$ is calculated as 5, and the spectrum becomes the Bretschneider spectrum, which is appropriate for seas under the influence of local winds with no swell energy present. It was found by EPRI that $k_b$ indicates the spectral width of wave energy that is not influenced by the local winds [11]. It is the value of $k_b$ that is calibrated, which in turn determines $n$ from Equation (14).

### 3.3. Reconstructing the Overall Spectra

In this step, the overall spectra can be reconstructed using the spectral shape parameters calibrated in previous steps, as Equation (9). By using the two data inputs (the hindcast sea state parameter data and the spectral shape coefficient data) for each partition in the given region, the spectra and the sea state parameters can be calculated in step 4 for each time step in a given month. If the time period of interest is 12 months, then there would be approximately 2920 hindcast time steps (the time interval is 3 h) on each grid point. The overall number of reconstructed overall sea state spectra during a 12-month period will then be equal to 2920 times the number of grid points in the region of interest. This reconstruction process is depicted in Figure 2.

![Figure 2. Process for calibrating theoretical spectra reconstructed from sea state parameters.](image)

### 3.4. Calculate Overall Sea State Parameters and Wave Power Density

In order to reconstruct the overall sea state spectrum, three parameters have to be decided, which consist of the significant wave height, the wave energy period, and the wave power density. The first value is the spectrally derived significant wave height ($H_{m0}$), which can be calculated as:

$$H_{m0} = 4\sqrt{m_0} \quad (15)$$

This value approximates time-series-derived significant wave height, which is the average of the highest third of the waves in a random seaway and generally corresponds to the mean wave height that could be estimated by visual observation due to the fact that the smaller waves can pass undetected by the human eyes. This figure was calculated and archived by WaveWatch III and can be found from [19].

The wave energy period ($T_e$) can be determined from the two spectral moments ($m_{-1}$ and $m_0$), calculated above, as:

$$T_e = \frac{m_{-1}}{m_0} \quad (16)$$

The wave energy period $T_e$ is a sea state parameter that is not needed for further calculations, therefore, it is not archived in WaveWatch III. Usually, $T_e$ is estimated from other variables (such as $T_p$) when the spectral shape is unknown. For example, in preparing the Atlas of UK Marine Renewable
Energy Resources, it was assumed that \( T_e = 1.14T_z \) [22]. Alternatively, it can be estimated based on \( T_p \) as:

\[
T_e = \alpha T_p
\]

(17)

The coefficient \( \alpha \) depends on the shape of the wave spectrum: \( \alpha = 0.86 \) for a Pierson–Moskowitz spectrum, and \( \alpha \) increases towards unity with decreasing spectral width. In assessing the wave energy resource in southern New England, Hagerman [23] assumed that \( T_e = T_p \). In this study, we adopted the more conservative assumption of \( \alpha = 0.90 \) or \( T_e = 0.9T_p \), which is equivalent to assuming a standard JONSWAP spectrum with a peak enhancement factor of \( \gamma = 3.3 \). It is readily acknowledged that this necessary assumption introduces some uncertainty into the resulting wave power estimates, particularly when the real sea state is comprised of multiple wave systems. However, since (in deepwater conditions) the wave power density, \( P \), is proportional to \( T_e^2 \), errors in period are less significant than errors in wave height. Also, this relation (Equation (17)) depends not only on the sea state (wave systems) in a particular location, but on the average sea state over all locations. The coefficient \( \alpha \) may also change significantly from one location to another (precisely depending on the typical wave systems in those locations).

The peak wave period (\( T_p \)) is the inverse of the frequency at which the wave spectrum has its highest energy density, and is also referred to as the dominant wave period. This parameter is necessary for formulating the theoretical spectrum and is archived by WaveWatch III.

The mean direction of spectral peak energy (\( \theta_p \)) is the spectrally weighted mean direction of the wave energy contained within the frequency bin that contains the peak wave period, \( T_p \). This direction is measured using meteorological convention in degrees, and all directions are per compass rose (measured clockwise from north, with north staying at 0\(^\circ\) and east 90\(^\circ\)). This parameter is also archived by WaveWatch III.

The potential energy content (\( E \)) of a wave per unit area of water surface (\( J/m^2 \)) in an irregular sea state can be found as:

\[
E = \rho g \int_0^\infty S(f)df = \rho g m_0 = \rho g \frac{H_{m0}^2}{16}
\]

(18)

where \( g \) denotes the acceleration due to gravity. The potential energy should be equal to the kinetic energy; therefore, the total energy can be represented as \( 2E \).

For each harmonic component of the wave spectrum, its energy travels at the group velocity (\( c_G \)) as:

\[
c_G(f, d) = \frac{1}{2} \sqrt{\frac{g}{k}} \tanh(kd) \left(1 + \frac{2kd}{\sinh(2kd)}\right)
\]

(19)

where \( d \) is the water depth, and \( k \) is the wavenumber which is given by the dispersion relation:

\[
(2\pi f)^2 = \left(\frac{2\pi}{T}\right)^2 = gk \tanh(kd)
\]

(20)

where \( k = (2\pi)/L \) and \( L \) is the wavelength. In deepwater, where the local depth is greater than half a wavelength, \( \tanh(kd) \approx 1 \), and the dispersion relation can be simplified as:

\[
\left(\frac{2\pi}{T}\right)^2 = gk
\]

(21)

so that:

\[
L_0 = \frac{gT^2}{2\pi}
\]

(22)

where the subscript “0” denotes deepwater. Therefore, the deepwater group velocity can be approximated as:

\[
c_{G0} = \frac{c}{2} = \frac{L_0}{270} = \frac{gT}{4\pi}
\]

(23)
In an effort to increase the accuracy of the current EPRI method, a formulation was found through the US Army Corps of Engineer’s Coastal Engineering Technical Note entitled “Direct methods for calculating wavelength” [24]. In our revised methodology, Equations (22) and (23) are replaced by Equations (24)–(26), which were proved to be more accurate. Equations (24)–(26) can be derived using Hunt’s method based on the Pade’s approximation [25], which are accurate to 0.1% for determining the wavelength in any depth of water [24]. It is noticed that there is no subscript “0” in Equation (24), and this is because that equation can be used for both deep and shallow water.

\[ L = T \sqrt{\frac{gd}{F}} \] (24)

\[ F = G + \frac{1}{1 + 0.6522G + 0.4622G^2 + 0.0864G^4 + 0.0675G^5} \] (25)

\[ G = \left( \frac{2\pi}{T} \right)^2 \frac{d}{\rho} \] (26)

where \( F \) and \( G \) are known as the Pade’s approximation [25]. Alternatively, the wavelength can also be estimated using the Fenton formula [26], which is easier than above equations.

The wave power density \( (P) \), which is also referred to as the “wave energy flux”, is given in \( W/m \) of wave crest width at any given water depth, and is calculated as:

\[ P = \rho g \int_0^\infty c_G(f, d) \times S(f) \, df = \frac{\rho g^2}{4\pi} \int_0^\infty \frac{S(f)}{f} \left[ 1 + \frac{2k_f d}{\sinh(2k_f d)} \right] \tanh(k_f d) \, df \] (27)

In deepwater, the term \( \left( 1 + \frac{2k_f d}{\sinh(2k_f d)} \right) \tanh(k_f d) \rightarrow 1 \), therefore, the above equation is simplified to:

\[ P_0 = \frac{\rho g^2}{4\pi} m_1 = \frac{\rho g^2}{64\pi} T_e(H_{mo})^2 = 490T_e(H_{mo})^2 \] (28)

From the above equation, it is apparent that the wave power density is directly proportional to \( m_1 \) of the wave spectrum. In Equation (28), the seawater density \( \rho \) is 1025 kg/m\(^3\). Equation (27) shows that the calculation of the wave power density always involves the integration of \( S(f)/f \) multiplied by a depth \( (d) \)- and frequency \( (f) \)-dependent dispersion system. Thus, the overall spectrum has to be reconstructed before the wave power density can be determined.

3.5. Estimating the Total Wave Energy along a Depth Contour

In the last step, the total annual wave energy flux (TW-h/year) will be estimated based on the calculated wave power density for a given area. Usually a given region involves more than one depth contour, such as a region that incorporates deepwater to its nearest shore line. In that case, the estimation results should reflect how the decreasing depth affects the wave energy flux as the deepwater waves travel towards the shore line.

4. Calculated Results for a Localized Geographic Location

The method presented in this study was then used to estimate the available wave energy for the location of the NOAA National Data Buoy Center’s Station 42040 (LLNR 293)—Luke Offshore Test Platform, which is located about 64 nautical miles south of Dauphin Island, Alabama at 29°12’45”N, 88°12’27”W [24]. Once the data was analyzed following the steps described in Section 3, it was found that the 10-year (2003–2012) means for the significant wave height and peak wave period were \( H_s = 1.1 \) m and \( T_p = 5.7 \) s, respectively. A wave energy spectrum was then formulated based on these values (using Equation (9)), which will be used to assess that area for use with wave energy conversion technology.
In order to validate the wave energy predictions obtained from the presented approach, the calculated results were compared with the data from the NOAA National Data Buoy Center’s Station 42040—Luke Offshore Test Platform. The data is archived and disseminated by the National Data Buoy Center [27].

Based on the data, the monthly variation in the year 2012 for the available wave power (Equations (27) and (28)) is plotted in Figure 3 and compared with the monthly available wave power predictions derived from the 10-year average formulated using the approach presented in Section 3 and plotted in Figure 4. From that figure, it can be seen that both the annual mean power and the monthly power variation are in reasonably good agreement. Such agreement can also be seen in Table 1, which gives the % error of the predicted available wave power with respect to the actual wave power in 2012. From the comparison, it can be concluded that the wave energy estimates derived using the presented method are reliable, and the accuracy of the approach presented in this study is therefore validated. Table 1 also lists the results given by the EPRI method and demonstrates that the method employed by this study increases the accuracy of the EPRI method by an average factor of 1.1%.

![Wave Power Comparison for NOAA Buoy Station #42040](image)

**Figure 3.** Monthly variation in wave power for NOAA buoy station #42040.

![10 Year Average of the Wave Amplitude Spectrum for NOAA Buoy Station 42040](image)

**Figure 4.** Ten-year means of the wave energy for National Oceanic and Atmospheric Administration’s (NOAA’s) buoy station #42040 with wave height ($H_s$) = 1.1 m and peak wave period ($T_p$) = 5.7 s.
Table 1. Error percentage of the predicted available wave power density with respect to the actual available wave power density in 2012.

<table>
<thead>
<tr>
<th>Month</th>
<th>Predicted Power (kW/m)</th>
<th>NOAA Data [24] (kW/m)</th>
<th>Error</th>
<th>EPRI Data [11] (kW/m)</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>January</td>
<td>2983.57</td>
<td>2543.21</td>
<td>14.8%</td>
<td>2523.16</td>
<td>15.4%</td>
</tr>
<tr>
<td>February</td>
<td>2499.12</td>
<td>2295.20</td>
<td>8.2%</td>
<td>2291.24</td>
<td>8.3%</td>
</tr>
<tr>
<td>March</td>
<td>2588.30</td>
<td>2416.69</td>
<td>6.5%</td>
<td>2412.19</td>
<td>6.7%</td>
</tr>
<tr>
<td>April</td>
<td>1735.20</td>
<td>1429.99</td>
<td>17.6%</td>
<td>1395.99</td>
<td>19.5%</td>
</tr>
<tr>
<td>May</td>
<td>1357.28</td>
<td>1189.04</td>
<td>12.4%</td>
<td>1119.24</td>
<td>17.5%</td>
</tr>
<tr>
<td>June</td>
<td>1333.04</td>
<td>1237.11</td>
<td>7.2%</td>
<td>1231.69</td>
<td>7.6%</td>
</tr>
<tr>
<td>July</td>
<td>733.10</td>
<td>791.11</td>
<td>7.3%</td>
<td>799.12</td>
<td>8.3%</td>
</tr>
<tr>
<td>August</td>
<td>1014.97</td>
<td>922.53</td>
<td>9.1%</td>
<td>909.54</td>
<td>10.4%</td>
</tr>
<tr>
<td>September</td>
<td>2542.29</td>
<td>2172.37</td>
<td>14.6%</td>
<td>2121.45</td>
<td>16.6%</td>
</tr>
<tr>
<td>October</td>
<td>3034.14</td>
<td>2805.23</td>
<td>7.5%</td>
<td>2794.99</td>
<td>7.9%</td>
</tr>
<tr>
<td>November</td>
<td>2882.43</td>
<td>2875.59</td>
<td>0.2%</td>
<td>2865.41</td>
<td>0.6%</td>
</tr>
<tr>
<td>December</td>
<td>3401.58</td>
<td>3487.74</td>
<td>2.5%</td>
<td>3499.52</td>
<td>2.8%</td>
</tr>
<tr>
<td>Average</td>
<td>2175.17</td>
<td>2013.82</td>
<td>9.0%</td>
<td>1996.96</td>
<td>10.1%</td>
</tr>
</tbody>
</table>

5. Conclusions

A methodology, which was developed by EPRI based on a modified gamma spectrum, is presented and revised in this study and employed for analyzing the potential for wave energy conversion in a desired geographic area. This methodology allows WEC developers to easily and effectively predict the potential wave power available to their devices and, therefore, facilitate the prediction of power output performance (in a given year, season, month, etc.) in a specific location. The essential part of this methodology is the calibration of the spectral width parameter $n$ and the spectral peakedness parameter $\gamma$. Compared to the original EPRI methodology, the revised method can yield results with a higher accuracy of 1.1% by using Hunt’s method to find the wavelength $L$. The presented methodology was then applied for the Luke Offshore Test Platform. The case study results showed that this method can deliver robust results in representing the wave climate in a given region where the WECs are deployed, and the estimates were close to the data disseminated by National Data Buoy Center.

It also needs to be mentioned that for a deployed WEC, there are two main factors that determine its power production, the wave source and the power takeoff (PTO) force/parameters [28,29]. Since the focus of this work is on the influence of wave climate resource on the output wave power, the PTO force/parameters are not included in the present model, which is a deficiency of this work and needs to be addressed in the future. In next phase, we will adopt the method developed by Salter [30] into the current model to also reflect the effects of power takeoff and torque limits on the wave power production. The enhanced methodology can be used to map and assess the ocean wave energy resource at any given geographical location in United States with higher accuracy and reliability.
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Figure 1A.
NCEP file structure for WaveWatch III Hindcast Data.
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