The Influencing Factors, Regional Difference and Temporal Variation of Industrial Technology Innovation: Evidence with the FOA-GRNN Model

Yongli Zhang 1,2, Sanggyun Na 1,*, Jianguang Niu 1,2 and Beichen Jiang 1,2

1 School of Business Administration, Wonkwang University, 460 Iksandae-ro, Iksan 54538, Jeonbuk, Korea; ylizh@hgu.edu.cn (Y.Z.); niujianguang@hgu.edu.cn (J.N.); jiangbeichen@hgu.edu.cn (B.J.)
2 School of Management Science and Engineering, Hebei GEO University, Shijiazhuang 050031, China
* Correspondence: nsghy@wku.ac.kr

Received: 26 December 2017; Accepted: 12 January 2018; Published: 15 January 2018

Abstract: Technology innovation is a motivating force for sustainable development. The recognition and measurement of influencing factors are a basic prerequisite of technology innovation research. In response to the gaps and shortcomings of existing theories and methods, this paper builds the impact indicators of technology innovation, the proposed FOA-GRNN model, and analyzes the influencing factors, regional differences and temporal variations of technology innovation based on industrial above-scale enterprises of 31 provinces in China from 2008 to 2015. The empirical results show that innovation investment is a determinant of technology innovation in China, and is more and more significant; meanwhile a wide gap of innovation resource between Eastern China and Western China exists. In general, the enterprise scale has a negative effect: with enlargement of enterprise in China, the innovation efficiency of enterprise will decline, while the effect has regional disparity, with positive influence in Central and Western China, and negative influence in Eastern China. Government support has negative effects on technology innovation: indirect equity investment contributes more to technology innovation than direct fund support. Innovation environment has positive and weak effects on technology innovation, but it is the biggest obstacle in Western China, and the innovation environment in China has improved continuously. This paper provides new evidence that can shine some light on determining the factors affecting technology innovation, and also presents a novel approach, which comprises characteristics of nonlinear function approximation, high accuracy and a small sample.
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1. Introduction

Nowadays the utilization of energy and natural resources in most developing countries is characterized by extensive utilization mode, low overall utilization level and backward utilization technique. Economic development excessively relies on resource and energy investment that brings about massive waste and pollution [1,2]. Industrial businesses have historically contributed to regional pollution levels. Therefore, technology innovation of industrial business is the critical stimuli for a developing country to drive a sustainable development and low-carbon economy. When the influencing factors of regional technology innovation are accurately analyzed and grasped, the core mechanisms behind technology innovation will be revealed, and policies and countermeasures in accordance with geographical situation and development phase will be properly formulated for promoting technology innovation. That will contribute to industrial upgrading and sustainable development of the ecology, economy and society.
There are many factors that influence technology innovation, such as innovation investment, environmental innovation, enterprise scale and government support, but some influencing factors are controversial. For instance, some studies conclude that market competition could stimulate the impetus of enterprise technology innovation [3], while others believed that monopolies associated with monopolization of research and development (R&D) revenue could motivate technology innovation [4]. Some scholars argue that small or medium-sized enterprises perform more efficiently in technology innovation [5,6], while others contend that large firms tended to invest more in R&D than done small ones [7]. Some research shows that foreign direct investment brings the spillover effect of technology innovation [8], while others confirm that foreign-invested enterprises occupy the market share of local firms [9]. This contradictory set motivates us to search for what factors influence technology innovation, and verify how the influence size varies in space and time through a new methodological perspective, unlike a traditional research method (e.g., multiple regression, MR). That will shine some light on the controversy.

Most previous researchers use multiple regression (MR) as the preferred statistical method to study the factors affecting technology innovation. However, MR cannot capture non-linear relationships among the analyzed variables, and it has many inherent strict limits in practical application, such as assuming that independent variables are normally distributed, non-relevant and independent, and that function form must be pre-existing and linear [10]. The generalized regression neural network (GRNN) has strong mapping and generalization ability, and can fit an arbitrary non-linear relationship without an accurate mathematical model. GRNN also has a better performance in the treatment of small samples or unstable data [11,12]. Although GRNN is widely used in engineering fields [13–15], there is little credible research introducing GRNN to the research of industrial technology innovation currently. In addition, the spread parameter of GRNN has a significant influence on prediction performance. The fruit fly optimization algorithm (FOA) is a new kind of parameter optimization algorithm; compared with other evolutionary algorithms, its program is simple, understood easily, fast in convergence and will not easily fall into local optimum [12]. This study utilizes FOA to optimize the spread parameter of GRNN, and establishes the FOA-GRNN model, which is more precise and robust. It then employs FOA-GRNN to analyze factors affecting industrial technology innovation. That extends the prior research and fills a research gap.

The rest of this article is organized as follows. The relevant literatures on the topic and research hypotheses are formulated in Section 2. The principle of MIV, FOA and GRNN are described in Section 3. The empirical analysis taking China as research object is given in Section 4. Finally, conclusions are drawn and future research is suggested in Section 5.

2. Literature Review and Hypotheses

Applying for and acquiring patents is a fundamental measure occupying and protecting R&D outcomes by law, which will make enterprise able to achieve unique competitive advantages and obtain above-average returns. As an intangible asset, a patent has great commercial value. Its quality and quantity represent the innovation ability and core competence of enterprise [16,17]. Compared with new product sales revenue and new product export sales revenue, patent application quantity is a more objective, scientific and easy to acquire statistic data point [18]. Therefore, scholars widely use patent application as a general indicator to measure technology innovation ability [19–21].

Enterprise is the main body of technology innovation activities and the chief executor of innovation applications as well. R&D expenditure and R&D employees are major R&D investments. Most studies have shown that technology innovations within enterprise are attributed to R&D investment, because R&D investment may lead to innovation outputs that result in increases in market share and productivity through new products and more efficient process innovations [22–24]. Meanwhile, R&D investment is clouded by uncertainty such as the returns and payback time, the commercial chances of new products/services, and the threat of imitation by rivals, so some scholars demonstrated that R&D investment by young firms appeared significantly riskier than mature firms. Because young firms
might either enjoy large upside gains or large downside losses, R&D investment was a double-edged sword for them [7,25]. Nevertheless, we formulate the following Hypothesis 1:

**Hypothesis 1.** (H1): *Innovation investment has a main and positive effect on technology innovation, while regional differences and temporal variations of effect size exist.*

Regional innovative environment has an important impact on local businesses. Many elements constitute a regional innovative environment, and foreign direct investment, regional income and high-quality talent are considered in our study.

Foreign direct investment (FDI) will bring market competition pressure and a spillover effect of technology innovation, which will invigorate the innovative vitality of local enterprises [26,27]. However, FDI also will take some domestic market share, when the crowding out effect predominates, and the development and technology innovation of local enterprise will be restrained [28,29]. So FDI has two opposite effects on enterprise technology innovation.

Generally, the customer’s expectations on quality of product and service increase as an economy develops. The market demand of customers living in developed areas leads that of customers in less developed areas. Therefore, enterprises in developed areas have more incentive to improve the quality of products or services through technology innovation so as to create a competitive advantage ahead of time and trend [30–32].

Technology innovation has technology- and knowledge-intensive characteristics. The competition of technology innovation ultimately is a competition of talent and human resources. Colleges and universities take on the important tasks of providing intelligent support and talent reserves for knowledge and technology innovation [33,34].

In our study, we assume that the spillover of FDI on technology innovation exists, but has regional disparity. The regional income and high-quality talent have a positive effect on regional technology innovation. Accordingly, we state our second hypothesis in the following way:

**Hypothesis 2.** (H2): *Innovative environment has a positive effect on technology innovation, while regional differences and temporal variations of effect size exist.*

There are many arguments about the relationship between enterprise scale and innovation efficiency [35,36]. For instance, Pavitt, Robson and Townsend (1987) found that there was a u-shaped relationship between innovation efficiency and enterprise size; the innovation efficiency of smaller or larger enterprise was higher than that of medium-sized enterprise. Stock, Greis and Fischer (2002) studied the relationship between enterprise scale and dynamic innovation, and asserted that R&D productivity decreased with scale; small businesses performed more efficiently in dynamic innovation. Shefer and Frenkel (2005) argued that expenditure on R&D was primarily influenced by a firm’s size; R&D spending increased with scale, large firms tended to invest more in R&D than do small ones.

These disparities of previous results leave a debate on whether enterprise scale is negatively correlated to technology innovation, and regional disparity exists. Therefore, we put forward the third hypothesis as below:

**Hypothesis 3.** (H3): *Enterprise scale is negatively correlated to technology innovation, and the effect size has regional differences and temporal variations.*

The leverage effect or crowding out effect of a government R&D fund is a focus of argument in the academic field. Some scholars believe that fundamental innovations have the attributes of a common product, which is characterized by high costs, long cycle, and big risk, but the R&D revenue cannot be monopolized, so serious market malfunction exists in the fundamental research fields. Therefore, the fundamental research for enterprises needs government support via preferential taxation policies and grants to reduce innovation cost and risk, and overcome market failure [37,38]. However, other
scholars argue that the efficiency of government funding is lower than enterprise R&D funding, meaning that improper government fund could mute enterprise R&D activities, bring about crowding out effects to enterprise innovation investment, and lead to the decrease of enterprise innovation efficiency [39,40].

The property right structure, especially state-owned enterprise, also has important influence on technology innovation. The state-owned enterprise has inherent advantages in technology innovation, whose quantity and quality of knowledge stock and intellectual capital are far superior to non-state enterprise. Meanwhile, it also can enjoy more innovation preferential policies [41]. However, once the regulation is absent, the enterprise owner will exist in name only; the serious principal-agency problem will cause negative effects on long-term behavior and enterprise incentive mechanisms, and this will lead, finally, to wastage of R&D expenditure and personnel, decreasing the innovation efficiency [42].

In consideration of serious agency problems in government funds and state-owned enterprises, we formulate the fourth hypothesis as below:

**Hypothesis 4.** (H4): Government support has a negative effect on technology innovation, and the effect size has regional differences and temporal variations.

3. Methods

3.1. MIV

The mean impact value (MIV) is proposed by Dombi et al., which is considered to be one of the best indicators for evaluating the correlation of variables [43]. The FOA-GRNN model is initially trained and established by history data. After the accuracy of the model is proved by testing data, one independent variable respectively increases and decreases by 10% and other independent variables remain unchanged to form two new samples $P_1$ and $P_2$. Then $P_1$ and $P_2$ are inputted into the FOA-GRNN model to obtain two simulation results $A_1$ and $A_2$. The difference between $A_1$ and $A_2$ is the impact value (IV) of the independent variable on the dependent variable. The average value of IV is the MIV of independent variable. Thus, MIV can be used to measure the effect size of the independent variable on the dependent variable. The symbol expresses positive or negative effect, and the absolute value represents the effect size.

3.2. Fruit Fly Optimization Algorithm

The fruit fly optimization algorithm is a new method to search for global solutions by simulating fruit fly foraging behavior, proposed by Taiwanese scholar Pan Wen-Chao. The sensory perceptions of the fruit fly, especially smell and vision, are superior to other species. When the olfactory organ perceives food smells floating in the air, or the visual organ discovers foods and fruit fly colonies, the fruit fly will fly near that location [44]. The foraging food process of the fruit fly is shown in Figure 1.

![Figure 1. The foraging food process of fruit fly.](image_url)
1. The initialization of fruit fly position and generation of fruit fly population

The position of fruit fly in initial population is randomly set.

\[ X_0 = \text{random()} \]  
\[ Y_0 = \text{random()} \]  

2. The initialization of direction and distance for fruit fly to forage food via olfactory organ

\[ X_i = X_0 + L \]  
\[ Y_i = Y_0 + L \]  

In Formulas (3) and (4), \( L \) is one adjustment parameter, for controlling the search range and direction.

3. The calculation of smell judgment value

Due to the initial location of food being unclear, the distance between the origin and fruit fly position is calculated. The smell judgment value of fruit fly position is measured by the reciprocal of distance.

\[ D_{ist_i} = \sqrt{X_i^2 + Y_i^2} \]  
\[ S_i = \frac{1}{D_{ist_i}} \]  

4. The calculation of fitness value

Each smell judgment value represents one position of the fruit fly. The smell judgment value is regarded as the spread parameter of GRNN, the reciprocal of root mean square error (RMSE) between the predicted values and actual values is treated as fitness function of fruit fly. The fruit fly with higher fitness is superior, and the fruit fly with lower fitness is inferior.

\[ F_i = \frac{1}{\text{RMSE}_i} = \frac{1}{\sqrt{\frac{1}{n} \sum_{j=1}^{n} (\hat{y}_j - y_j)^2}} \]  

where \( F_i \) represents the fitness of fruit fly \( i \), \( n \) is the size of testing data set, \( \hat{y}_j \) is the prediction value of GRNN, \( y_j \) is the actual value of testing data.

5. The regeneration of fruit fly population

The best fruit fly with highest fitness is picked out, and the abscissa and ordinate values of best fruit fly position are expressed as “\( X_{\text{best}} \)” and “\( Y_{\text{best}} \)”. The new fruit flies will be regenerated around the best fruit fly, and then the new fruit fly population is born. The direction and distance of the new fruit fly is adjusted based on the position of best fruit fly in previous generation.

\[ X_{\text{new}} = X_{\text{best}} + M \times \text{random()} - L \]  
\[ Y_{\text{new}} = Y_{\text{best}} + M \times \text{random()} - L \]  

In the Formulas (8) and (9), \( M \) and \( L \) are adjustment parameters, for controlling the search range and direction of the new fruit fly.

6. The iterative optimization

The operations of steps 2–5 are executed repeatedly until the fitness of the best fruit fly in the current loop is not better than the previous one or the terminating condition is satisfied.
3.3. Generalized Regression Neural Network Model

The generalized regression neural network (GRNN) is a kind of radial basis function (RBF) neural network, proposed by American scholar Donald F. Specht in 1992 \[45\]. GRNN converges to the optimized regression surface accumulating more sample size, and has stronger nonlinear mapping and approximation ability, which is very suitable for solving nonlinear problems. Meanwhile, the parameter that needs to be adjusted by GRNN is only one, so GRNN has higher fault tolerance and faster learning speed. GRNN also has strong adaptability to unstable data and small sample data.

Similar to the RBF neural network, the GRNN network structure is composed of an input layer, pattern layer, summation layer and output layer, as shown in Figure 2, wherein \(X = [x_1, x_2, \ldots, x_n]^T\) represents network input vector, \(Y = [y_1, y_2, \ldots, y_k]^T\) represents network output vector.

![Figure 2. The topological structure of GRNN.](image)

1. **Input layer**

The input layer is responsible for transmitting a learning sample to the pattern layer. The input layer neurons are simply distributed, and their number is equal to the input vector dimension.

2. **Pattern layer**

The pattern layer neurons are associated with the learning samples, equal in number. Assuming that \(X\) is input vector, \(X_i\) is the one learning sample corresponding to pattern layer neuron \(i\). The output value of pattern layer neuron \(i\) is equal to the exponentiation of the squared Euclidean distance between input vector \(X\) and learning sample \(X_i\). The computation formula is shown below.

\[D_i^2 = (X - X_i)^T (X - X_i)\]  \((10)\)

The transfer function of pattern layer neuron \(i\) is shown in Formula (11).

\[p_i = \exp[-\frac{(X - X_i)^T (X - X_i)}{2\sigma^2}], i = 1, 2, \cdots, n\]  \((11)\)

3. **Summation layer**

The summation layer neuron is used for the calculation of the outputs of pattern layer neurons. The summation calculation is classed into the arithmetic summation method and weighted summation method. If using the arithmetic summation method, the sum of the connection weights between the pattern layer neurons and the summation layer neurons is 1. The output value of the summation layer neuron \(i\) is computed by Formula (12).

\[s_i = \sum_{i=1}^{n} \exp[-\frac{(X - X_i)^T (X - X_i)}{2\sigma^2}]\]  \((12)\)
The transfer function of the summation layer neuron $i$ is shown in Formula (13).

$$S_D = \sum_{i=1}^{n} P_i$$  \hspace{2cm} (13)

When the weighted summation method is adopted, the element $j$ in the output sample $Y_i$ is the connection weight between pattern layer neuron $i$ and summation layer neuron $j$. The output value of summation layer neuron $i$ is computed by Formula (14).

$$s_i = \sum_{i=1}^{n} Y_i \exp\left[-\frac{(X - X_i)^T (X - X_i)}{2\sigma^2}\right]$$  \hspace{2cm} (14)

The transfer function of summation layer neuron $i$ is shown in Formula (15).

$$S_{Nj} = \sum_{i=1}^{n} y_{ij} P_{i}, j = 1, 2, \cdots, k$$  \hspace{2cm} (15)

4. Output layer

The outputs of output layer neurons are obtained through division operation of the summation layer neurons. The output layer neurons correspond to the output variables, and the number of output layer neurons is equal to the output vector dimension $k$. The output value of output layer neuron $j$ is computed by Formula (16).

$$y_j = \frac{S_{Nj}}{S_D}, j = 1, 2, \cdots, k$$  \hspace{2cm} (16)

4. Data Collection and Model Comparison

4.1. Data Collection and Input Variables Reduction

This paper takes the technology innovation of industrial enterprises in China as an example. Following the principles of comprehensive and data accessibility, the measurable indicators of influencing factors on technology innovation are set as shown in Table 1.

China’s National Bureau of Statistics (http://www.stats.gov.cn/), which is the most authoritative and scientific statistical institution in China, has the most valuable and detailed statistics about China. Hence, we collected technology innovation data of industrial above-scale enterprises of 31 provinces in China during the period of 2008–2015 year. Data from 2008 to 2014 (7/8 of total data) were used as training data, and the rest of the data in 2015 year (1/8 of total data) were used as testing data.

The descriptive statistics and correlation coefficients of variables are reported in Table 2. It indicates that the correlation between independent variable $V_6$ and dependent variable $Y$ is not significant with the Pearson correlation coefficient of $-0.114$. Correlation is the basis for any functional relationship, so the independent variable $V_6$ is eliminated from the prediction indicators.

<table>
<thead>
<tr>
<th>Indicator Type</th>
<th>Code</th>
<th>Indicator</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dependent variable</td>
<td>$Y$</td>
<td>Number of patent applications of industrial above-scale enterprises</td>
</tr>
<tr>
<td>$V_1$</td>
<td>R&amp;D expenditure of industrial above-scale enterprises</td>
<td></td>
</tr>
<tr>
<td>$V_2$</td>
<td>R&amp;D personnel full time equivalent of industrial above-scale enterprises</td>
<td></td>
</tr>
<tr>
<td>$V_3$</td>
<td>Proportion of state capital of industrial above-scale enterprises</td>
<td></td>
</tr>
<tr>
<td>$V_4$</td>
<td>Number of industrial above-scale enterprises</td>
<td></td>
</tr>
<tr>
<td>Independent variables</td>
<td>$V_5$</td>
<td>Average output value of industrial above-scale enterprises</td>
</tr>
<tr>
<td>$V_6$</td>
<td>The ratio of technology import expenditure to digestive absorption expenditure</td>
<td></td>
</tr>
<tr>
<td>$V_7$</td>
<td>The proportion of government funds accounted for internal R&amp;D expenditure</td>
<td></td>
</tr>
<tr>
<td>$V_8$</td>
<td>The proportion of finished products of foreign-invested industrial enterprises</td>
<td></td>
</tr>
<tr>
<td>$V_9$</td>
<td>Per capita GDP</td>
<td></td>
</tr>
<tr>
<td>$V_{10}$</td>
<td>Average number of students in general college per one hundred thousand people</td>
<td></td>
</tr>
</tbody>
</table>
Table 2. Description statistics and correlation coefficients between variables (N = 248).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean</th>
<th>SD</th>
<th>V1</th>
<th>V2</th>
<th>V3</th>
<th>V4</th>
<th>V5</th>
<th>V6</th>
<th>V7</th>
<th>V8</th>
<th>V9</th>
<th>V10</th>
<th>Y</th>
</tr>
</thead>
<tbody>
<tr>
<td>V1</td>
<td>2,082,469</td>
<td>2,893,055</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>V2</td>
<td>64,539</td>
<td>88,720</td>
<td>0.962 **</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>V3</td>
<td>25</td>
<td>13</td>
<td>-0.412 **</td>
<td>-0.459 **</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>V4</td>
<td>12,555</td>
<td>14,636</td>
<td>0.776 **</td>
<td>0.826 **</td>
<td>-0.549 **</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>V5</td>
<td>1056</td>
<td>597</td>
<td>-0.164 **</td>
<td>-0.216 **</td>
<td>0.468 **</td>
<td>-0.427 **</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>V6</td>
<td>12</td>
<td>37</td>
<td>-0.139 *</td>
<td>-0.128 *</td>
<td>0.129 *</td>
<td>-0.116</td>
<td>-0.146 *</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>V7</td>
<td>6</td>
<td>4</td>
<td>-0.284 **</td>
<td>-0.294 **</td>
<td>0.411 **</td>
<td>-0.349 **</td>
<td>0.161 *</td>
<td>-0.032</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>V8</td>
<td>19</td>
<td>15</td>
<td>0.463 **</td>
<td>0.487 **</td>
<td>-0.474 **</td>
<td>0.464 **</td>
<td>-0.213 **</td>
<td>-0.114</td>
<td>-0.276 **</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>V9</td>
<td>40,005</td>
<td>21,046</td>
<td>0.532 **</td>
<td>0.461 **</td>
<td>-0.136 *</td>
<td>0.293 **</td>
<td>0.202 **</td>
<td>-0.186 **</td>
<td>-0.136 *</td>
<td>0.597 **</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>V10</td>
<td>2399</td>
<td>948</td>
<td>0.176 **</td>
<td>0.126 *</td>
<td>0.108</td>
<td>0.056</td>
<td>0.097</td>
<td>-0.170 **</td>
<td>0.121</td>
<td>0.479 **</td>
<td>0.703 **</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Y</td>
<td>13,485</td>
<td>22,042</td>
<td>0.928 **</td>
<td>0.966 **</td>
<td>-0.414 **</td>
<td>0.750 **</td>
<td>-0.162 *</td>
<td>-0.114</td>
<td>-0.268 **</td>
<td>0.476 **</td>
<td>0.491 **</td>
<td>0.143 *</td>
<td>1</td>
</tr>
</tbody>
</table>

Note: * p < 0.05, ** p < 0.01.
In addition, the Pearson correlation coefficients among most other independent variables reach the significant level \( (p < 0.05 \text{ or } 0.01) \), which indicates there is a large amount of repetitive information between independent variables. The testing value of Kaiser-Meyer-Olkin Measure of Sampling Adequacy (KMO’s MSA) and \( \chi^2 \) are 0.728 and 1732.166 with significant \( (p < 0.000) \). Thus, we used principal component analysis to eliminate collinearity among variables and reduce variables’ quantities.

Four factors were extracted from input variables, namely: innovation investment, innovation environment, enterprise scale and government support. The accumulated rotation sums of squared loading of factors extracted from input variables were 87.348\%. Detailed information on factor analysis is listed in Table 3.

### Table 3. Factor analysis results.

<table>
<thead>
<tr>
<th>Factors</th>
<th>Variables</th>
<th>Factor Loadings</th>
<th>Communality</th>
<th>Eigenvalues</th>
<th>Explained Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Innovation Investment</td>
<td>( V_2 )</td>
<td>0.950</td>
<td>0.966</td>
<td>2.830</td>
<td>31.446</td>
</tr>
<tr>
<td></td>
<td>( V_1 )</td>
<td>0.943</td>
<td>0.956</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>( V_4 )</td>
<td>0.821</td>
<td>0.859</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>( V_9 )</td>
<td>0.914</td>
<td>0.878</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Innovation Environment</td>
<td>( V_9 )</td>
<td>0.832</td>
<td>0.888</td>
<td>2.152</td>
<td>23.909</td>
</tr>
<tr>
<td></td>
<td>( V_8 )</td>
<td>0.723</td>
<td>0.806</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Enterprise Scale</td>
<td>( V_5 )</td>
<td>0.924</td>
<td>0.877</td>
<td>1.566</td>
<td>17.402</td>
</tr>
<tr>
<td>Government Support</td>
<td>( V_7 )</td>
<td>0.932</td>
<td>0.899</td>
<td>1.313</td>
<td>14.591</td>
</tr>
<tr>
<td>Total explained variance</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>87.348</td>
</tr>
</tbody>
</table>


#### 4.2. Methods and Performance Comparison

After factor analysis, this study used least square method via SPSS software to obtain the multiple regression, as shown in Equation (17).

\[
Y = -0.775 + 0.334 \times F_1 + 0.075 \times F_2 - 0.023 \times F_3 - 0.046 \times F_4
\] (17)

In the equation, \( F_1-F_4 \) respectively represents the common factor extracted by factor analysis. The \( R^2 \) value was 0.886 and adjusted \( R^2 \) value was 0.885, which proved that the regression model fitted well. The hypothesis of regression equations and regression coefficients were tested for significance. By using ANOVA, we found that the \( F \) value was 474.136, and the \( p \) value was 0.000 < 0.001, which indicated that at least one regression coefficient of independent variable was not 0, and the established regression model had statistical significance. The \( p \) values of four independent regression coefficients were 0.000, 0.000, 0.004 and 0.000. It is reasonable to deduce that \( \beta_1, \beta_2, \beta_3, \) and \( \beta_4 \) are not 0 \( (p < 0.05) \).

The root mean square error (RMSE), mean absolute error (MAE) and mean absolute percentage error (MAPE) are used to assess the prediction accuracy of models. The smaller the value of RMSE, MAE or MAPE is, the less the forecasting error is, the better the model fit is, and vice versa.

This study applied MR and FOA-GRNN to predict the performance of industrial technology innovation. In Table 4, a rather precise prediction is exhibited by FOA-GRNN (RMSE = 4963.17, MAE = 2832.58, MAPE = 3.3722), and multiple regression has the fairly large error (RMSE = 9683.06, MAE = 6568.23, MAPE = 8.5432). In accurate predictions, the FOA-GRNN is advantageous over multiple regression.

### Table 4. The comparison of prediction result.

<table>
<thead>
<tr>
<th>Model</th>
<th>RMSE</th>
<th>MAE</th>
<th>MAPE</th>
<th>Stability</th>
</tr>
</thead>
<tbody>
<tr>
<td>FOA-GRNN</td>
<td>4963.17</td>
<td>2832.58</td>
<td>3.3722</td>
<td>Yes</td>
</tr>
<tr>
<td>Multiple Regression</td>
<td>9683.06</td>
<td>6568.23</td>
<td>8.5432</td>
<td>Yes</td>
</tr>
</tbody>
</table>
5. Results

5.1. Impact Size Analysis

Taking four common factors as input variables and the number of patent applications as the output variable, the FOA-GRNN model has been established, trained and tested, then, while respectively increasing and decreasing each input variable by 10\%, other input variables remained unchanged to obtain the MIV of each variable affecting industrial technology innovation performance, as shown in Table 5.

Table 5. The MIV of factor affecting industrial technology innovation.

<table>
<thead>
<tr>
<th>Innovation Investment</th>
<th>Innovation Environment</th>
<th>Enterprise Scale</th>
<th>Government Support</th>
</tr>
</thead>
<tbody>
<tr>
<td>442.32</td>
<td>22.97</td>
<td>−49.11</td>
<td>−31.03</td>
</tr>
</tbody>
</table>

Table 5 shows that the most important influencing factor is innovation investment (MIV = 442.32), followed by enterprise scale (MIV = −49.11), government support (MIV = −31.03) and innovation environment (MIV = 22.97). Among four influencing factors, innovation investment and innovation environment are positively correlated with technology innovation; enterprise scale and government support are negatively correlated with technology innovation. The MIV of innovation investment is much greater than other influencing factors. The results are consistent with that of multiple regression, and Hypotheses 1–4 (i.e., innovation investment and innovation environment have positive effects, enterprise scale and government support have negative effects) are found to be supported.

5.2. Regional Disparity Analysis

According to economic development level, the 31 provinces in China are divided into three regions: Eastern China, Central China and Western China, then the MIV and statistics of influencing factors are compiled and calculated.

Within the regions, as shown in Figure 3, innovation investment is the determinant of technology innovation in Eastern China. Enterprise scale, innovation investment and innovation environment have important influence on technology innovation in Central China. Innovation environment is the main restricting factor in Western China.

![Figure 3](image)

**Figure 3.** The comparison of influencing factor in different economic regions of China.

The MIV of innovation investment in Eastern, Central and Western China is 1309.87, 16.39 and −69.00 respectively (Figure 3), which reveals that innovation investment is the determinant of technology innovation in Eastern China, while it has negative effect in Western China, where innovation investment is seriously insufficient, constraining the improvement of technology innovation. The statistics also shows that R&D expenditure ($V_1$), R&D personnel full time equivalent ($V_2$) and
industrial above-scale enterprise quantity \((V_4)\) account for 74.09%, 72.10% and 66.61% in Eastern China, 16.64%, 18.23% and 21.60% in Central China, 9.27%, 9.67% and 11.78% in Western China (Figure 4). Obviously, innovation investments mainly concentrate on Eastern China, with little investment in Central and Western China. Huge innovation investment difference exists in the eastern, central and western areas.

![Figure 4. The statistics of innovation investment in different economic regions of China.](image)

The MIV of innovation environment in Eastern, Central and Western China is 237.96, 1.51 and −159.81 respectively, which shows that innovation environment in Eastern China contributes more than Western China, where innovation environment has a negative effect, and is the biggest obstacle restricting technology innovation (Figure 3). The statistics also show that the proportion of finished products of foreign-invested industrial enterprises \(V_8\), per capita GDP \(V_2\) and average number of students in general college per one hundred thousand people\(V_{10}\) account for 60.99%, 48.88% and 40.99% in Eastern China, 22.95%, 26.23% and 32.78% in Central China, 16.06%, 24.88% and 26.23% in Western China (Figure 5). It can be found that the statistics of innovation environment in Eastern China are superior to that of Central and Western China, but the regional disparity of innovation environment is less than that of innovation investment.

![Figure 5. The statistics of innovation environment in different economic regions of China.](image)
The MIV of enterprise scale in Eastern, Central and Western China is $-152.90$, $51.06$ and $25.95$ respectively, which shows that the impact of the enterprise scale varies in different areas, with positive influences in Central and Western China, but a negative influence in Eastern China. The statistics also reveal that the average output value of industrial above-scale enterprises ($V_3$) in Eastern, Central and Western China is $977,790$ thousand, $834,870$ thousand and $1,275,170$ thousand respectively. The industrial above-scale enterprise quantity ($V_4$) of Eastern, Central and Western China is $2,074,034$, $672,614$ and $366,928$ (Figure 6). The enterprises in Eastern China emerge with features of smaller scale and larger quantity, while larger scale and least quantity are the characteristics of Western China.

![Figure 6. The statistics of enterprise scale in different economic regions of China.](image1)

The MIV of government support in Eastern, Central and Western China is $-60.64$, $-31.49$ and $-50.291$ respectively (Figure 3), which indicates that in all regions of China, the greater government support, the poorer technology innovation performance. Government support funds are excessively involved in enterprise R&D activities. The statistics show that the proportion of government funds accounted for by internal R&D expenditure ($V_7$) and the proportion of state capital of industrial above-scale enterprises ($V_3$) account for $4.15\%$ and $18.05\%$ in Eastern China, $6.04\%$ and $22.13\%$ in Central China, $7.39\%$ and $32.11\%$ in Western China (Figure 7). The statistic indicators of government support are highest in Western China and the lowest in Eastern China.

![Figure 7. The statistics of government support in different economic regions of China.](image2)
The above-mentioned results confirm the hypotheses H1–H4, i.e., the effects of innovation investment, innovation environment, enterprise scale and government support all have regional differences.

5.3. Temporal Disparity Analysis

The annual MIV from 2008 to 2015 indicates that the size of the innovation investment effect on technology innovation has jumped dramatically (Figure 8). The statistics of innovation investment indicators shows that the R&D expenditure ($V_1$) and R&D personnel full time equivalent ($V_2$) has experienced rapid growth and decline. Industrial above-scale enterprise quantity ($V_4$) dropped sharply in 2011, and then recovered rapidly and the overall growth remained stable (Figure 9).

![Figure 8. The MIV tendency of innovation investment in China.](image1)

![Figure 9. The tendency of statistic indicators of innovation investment in China.](image2)

The annual MIV of the innovation environment has transformed from negative to positive, which demonstrates innovation environment in China has optimized continually (Figure 10). The statistics of the innovation environment indicators shows that per capita GDP ($V_2$) and average number of students in general college per one hundred thousand people ($V_{10}$) grew rapidly and then fell, while the proportion of finished products of foreign-invested industrial enterprises ($V_8$) continued to decline from 2008 to 2015 (Figure 11).
However, the MIV of the enterprise scale slid from positive to negative, indicating that enterprises in China continued to expand, which led to the asphyxia of competition and the decline of regional innovation vitality (Figure 12). The statistical indicator also shows that the average output value of industrial above-scale enterprises ($V_5$) had been increasing from 2008 to 2015; particularly in 2011, the enterprise scale had grown markedly, and the first decline appeared in 2015 (Figure 13).

![Figure 10. The MIV tendency of innovation environment in China.](image1.png)

![Figure 11. The tendency of statistic indicators of innovation environment in China.](image2.png)

![Figure 12. The MIV tendency of enterprise scale in China.](image3.png)
The negative effect size of government support initially increased, and then decreased, which implies that after experiencing blind investment, the Chinese government gradually realized the problems and altered the direction and support mode. However, the negative effect of government support still existed (Figure 14). The statistical indicators of government support show that the proportion of government funds accounted for by internal R&D expenditure \((V_7)\) and the proportion of state capital of industrial above-scale enterprises \((V_3)\) had undergone the adjustment process: first increase, then decrease, and then increase, and finally decrease. In general, the proportion of government funds accounted for by internal R&D expenditure \((V_7)\) had fallen, and the proportion of state capital of industrial above-scale enterprises \((V_3)\) had risen, which indicated the Chinese government had adjusted their way of supporting innovation activities, gradually changing from direct R&D funds investment to indirect equity investment (Figure 15).

These findings support the hypotheses \(H_1-H_4\), i.e., that the effects of innovation investment, innovation environment, enterprise scale and government support all vary with time.
6. Conclusions and Discussion

The objective of this paper is to investigate the affecting factors, regional differences and temporal variations of technology innovation. In our study, the FOA-GRNN model as a novel research method was established and applied. MR plays an important role in the identification of influencing factors and measurement of effect size, but the impact analysis of the FOA-GRNN model takes into account non-linearity, so the conclusions that differ from previous studies are obtained and summarized as follows.

Ranking by effect size, the influencing factors of technology innovation are innovation investment, enterprise scale, government support and innovation environment. Therefore, innovation investment and innovation environment have positive effects, while enterprise scale and government support have negative effects.

Innovation investment is the determinant of technology innovation, but the effect size has regional disparity. Innovation resources (R&D expenditure, R&D employee and enterprise) mainly concentrate on Eastern China, but are seriously insufficient in Western China, thus restricting technology innovation of Central and Western China. Between 2008 and 2015, innovation resources in China grew rapidly and the effect on technology innovation was more and more obvious.

Enterprise scale has negative effects on technology innovation generally, while the effect varies in different regions, with positive influences in Central and Western China, but negative influence in Eastern China. In Eastern China, small and medium enterprise (SME) is more efficient than large enterprise in technology innovation, but Central and Western China are just the opposite. In view of annual data, the enterprise scale in China is becoming larger and larger, which led to the asphyxia of competition and the decline of innovation vitality.

Government support has negative effects on technology innovation in all regions of China, indicating that government support funds were excessively involved in enterprise R&D activities, but inefficient. However, the Chinese government has gradually changed from direct R&D funds investment to indirect equity investment, which reduced the negative effect.

Innovation environment has a positive influence on technology innovation, but the effect is weak. Nonetheless, it is the biggest obstacle restricting technology innovation in Western China. Innovation environment in Eastern China is superior to that of Central and Western China. For the past few years, the innovation environment in China had improved continuously.

In view of the influencing factors, regional differences and temporal variations of industrial technology innovation, policy implications should be further improved as follows.
Central-Western China should greatly receive industrial transfer from Eastern China and cultivate local enterprises to raise innovation investment. The investments of R&D expenditure and employees are the determinants of technology innovation, but innovation resources are seriously insufficient in Western China. Enterprise is the main body of technology innovation. Western China has geographic, resource and human advantages. Hence, comparative advantage determined by factor endowment of Central and Western China should be fully utilized to attract enterprises from Eastern China and cultivate local enterprises. That will ultimately narrow the gap of innovation investment between Eastern China and Central-Western China, and form rational regional division and cooperation of industries.

Western China should strive to optimize the innovation environment for absorbing foreign direct investment and talents. Innovative environment is the main constraint on technology innovation in Western China, with the lowest statistical indicators. Therefore, Western China should reform government departments, regulate government action and improve administrative efficiency and the business environment. Meanwhile, talent strategy should be implemented to establish a set of introduction, development, incentive and indemnification mechanisms, offering intellectual support and human resources for enterprise technology innovation.

Eastern China should break the monopoly, introduce competition and a build competitive market. Enterprise scale is the biggest obstacle for technology innovation in Eastern China. Fierce market competition will stimulate enterprise to innovate on products and processes for improving quality and reducing cost. Empirical evidence proved that small and medium enterprises (SMEs) were more efficient in technology innovation in Eastern China. The government of Eastern China should take legislative, administrative and other measures to build a fair, orderly competition environment for SMEs, as well as prevent monopoly and unfair competition, which will lead to an energetic and productive market, stimulating the impetus of enterprise technical innovation.

The Chinese government should adjust the direction and way of innovation investment, reducing government interference in enterprise R&D activities. Fundamental innovation has the attribute with common product, so government support is necessary. However, the government fund has a principal-agency problem, along with lower efficiency than private R&D funds. Government support mode can be divided into two categories: a direct way and an indirect way, which are referred to as financial support and equity investment. The equity investment has a greater impact on enterprise innovation performance. Therefore, the Chinese government should adjust the direction and mode of innovation investment, from direct financial support to the indirect way, such as equity investment, tax preferences and financial subsidy.

This study presented a novel prediction method (FOA-GRNN) that has higher prediction accuracy, faster calculation speed, fewer adjusted parameters and more powerful processing ability for small samples. Initially it applied the FOA-GRNN model to analyze the influencing factors, regional differences and temporal variations of technology innovation. Our study adds prospects that are not available to conventional multiple regression (MR), and shines some light on contradictory sets of current research.

Despite the contributions of this study, further research should take into account other influencing factors such as R&D expenditure structure, market structure, property right structure and technology diffusion. These factors also have significant effects on technology innovation of enterprise, and the effect type and size are in dispute. In addition, the FOA-GRNN model should be further tested and developed through its application to other business and economic domains.
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