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Abstract: The mishap statistics of large military unmanned aerial systems (UAS) reveal that human errors and organizational flaws pose great threats to their operation safety, especially considering the future application of derived civilian types. Moreover, maintenance accidents due to human factors have reached a significant level, but have received little attention in the existing research. To ensure the safety and sustainability of large UAS, we propose a system dynamics approach to model the maintenance risk mechanisms involving organizational, human, and technical factors, which made a breakthrough in the traditional event-chain static analysis method. Using the United States Air Force (USAF) MQ-1 Predator fleet case, the derived time-domain simulation represented the risk evolution process of the past two decades and verified the rationality of the proposed model. It was identified that the effects of maintainer human factors on the accident rate exceeded those of the technical systems in a long-term view, even though the technical reliability improvements had obvious initial effects on risk reduction. The characteristics of maintainer errors should be considered in system and maintenance procedure design to prevent them in a proactive way. It is also shown that the approach-derived SD model can be developed into a semi-quantitative decision-making support tool for improving the safety of large UAS in a risk-based view of airworthiness.
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1. Introduction

The unmanned aerial system (UAS) is constructed by the unmanned aerial vehicle (UAV), ground control station, data links, and recovery and launch system [1]. It is the application representative of autonomous technologies in the field of aviation. The United States Department of Defense (DoD) and the United States Federal Aviation Administration (FAA) defined this term in 2005 according to their Unmanned Aircraft System Roadmap in that year [2]; then, the International Civil Aviation Organization (ICAO) and the British Civil Aviation Authority (CAA) adopted it later [3]. The early operation of UAS was implemented by military planners to carry out reconnaissance and/or attack missions. Thanks to UAS’s convenience and low-cost characteristics, the use of UAS was rapidly expanding to more civil domains. They now have outnumbered military UAVs vastly, with estimations of over several millions per year [4]. However, the widespread UASs threaten airspace security in numerous ways, including unintentional collisions with the population and other manned aircrafts.
Indeed, in terms of quantity, most members of the civil drone family are quadcopter types or short-scale fixed-wing designs operated under a direct visual line of sight, which have relatively low impact energy and a limited remote range. In contrast, although they remain as an overarching concern for most aviation authorities worldwide, the most significant risks to public safety come from the operations of those large UASs that feature a bigger size/weight, long endurance, high speed, and large payload. The majority are military types, but there are also even derived civil types with similar configurations. For example, MQ-4C Triton, a variant of RQ-4 Global Hawk, has been under development for civilian use. It weighs more than 14000 kg (equal to a Gulfstream G150 business jet) and is able to fly 32 h at 180,000 m. The large UASs are performing tasks such as disaster relief, environmental conservation, and cargo transports. Under such application cases, when considering their potential integration with manned airspace in the future, the emphasis on UAS safety is attracting increased attention from civil aviation regulators of countries with dense commercial airlines.

According to the statistics of the United States (US) Office of the Secretary of Defense (OSD) since 2003, the average Class A mishap rate per 100,000 h of the large military UASs was an order of magnitude higher than the manned aircraft [5]. From 2004 to 2006, 20% of Class A mishaps (i.e., causing the total loss valued above $100 million or causalities) of the US Air Force (USAF) can be attributed to its large UAS fleet, the MQ-1 Predator UAS (the maximum take-off weight is about 1000 kg), which had 21 mishaps in total, and 17 vehicles that were completely destroyed. Moreover, in the single year of 2015, the MQ-1 Class A mishaps comprised about 57% percent of the total Class A mishaps of the USAF, and a growth acceleration of the scale has been seen. In this case, the current safety level of civil UASs cannot satisfy the airworthiness requirement of one Class A mishap per 100,000 h that has been proposed by some aviation authorities, which challenges the UAS safety engineering in the future. In order to ensure the safety of aviation activities, researchers have been conducting statistical analyses over aviation accident risk factors since the 1980s, realizing an overall safety trend: with the increasing of operation frequency and the accumulation of operation time, the reliability of the technical system was continuously improved, which induced the accidents caused by human and organizational factors to become more and more obvious. Facing this, theories on risk mechanisms involving non-technical factors were raised and have been applied on the high risk UAS accident analysis and safety improvement by using the event-chain model as a framework, such as the Human Factors Analysis and Classification System (HFACS), which was derived from the famous Swiss Cheese Model in the 1990s and has resulted in a decrease in the aviation accident rate [6,7]. Using the USAF MQ-1 Predator fleet as a case, after the application of the HFACS in 2001, its Class A accident rate of 10,000 cumulative flight hours changed from 43.9 (2001) to eight (2011); however, it maintained a stable level of seven to eight thereafter. Such a trend shows that although the probability-based risk theories truly have initial effects on risk reduction, their component failure-based vision still has embedded roots in static and linear safety philosophy, and can hardly address accident causality involving interactive complexity. Facing this, other researchers in this field have made efforts to develop extensive techniques to investigate human reliability factors such as Petri nets, the dynamic Bayesian network, and statecharts [8–10]. However, these methods can not address the dynamic processes of risk transferring, especially in human and organizational levels. With a view of systems theories, it is the development of the working environment, process, and infrastructure that enables the consideration of human factors to support the success of operations in the long term, and the sustainability of human factors is important, especially in the field of aviation [11,12].

In this paper, in order to achieve sustainable improvement in the safety of large UAS in operation, we seek to take dynamic and coupling interactions of risk factors between technical and non-technical systems over time into account. Such multi-level relationships involving organizational, human, and technical systems in terms of feedbacks were analyzed based on a system dynamics (SD) approach. Due to the maintenance errors suffering a great number of causal factors in catastrophic UAS accidents, flawed maintenance-induced safety risk was chosen as a research case to analyze the potential risk dynamic mechanism in SD view. Learning from the maintenance risk dynamics of the USAF MQ-1
Predator fleet in last two decades, a qualitative SD simulation in a time domain was implemented to generate strategy recommendations that aimed to reduce the large UAS catastrophic accident rate and guarantee the UAS airworthiness in future civil operation.

2. Materials and Methods

System dynamics (SD) was created by Jay Forrester in the 1960s, and was originally known as industrial dynamics. The purpose of SD modeling is to understand and control problematic system behaviors, as it has the ability to facilitate understanding of the relationship between a system’s behavior over time and its underlying structure, strategy, and policies [15]. System dynamics is grounded in control theory and the modern theory of non-linear dynamics. It is also designed to be a practical tool that policy makers can use to help them solve the pressing problems that they confront in their organizations [14]. The kernel of SD modeling is to construct multiple feedback loops for characterizing the interactive behaviors of complex systems, especially providing new insights into organizational risk issues such as aerospace, transportation, the chemical industry, and environmental engineering [15–19]. Understanding the nature and stability of such dynamics to enhance the systems thinking is often the purpose of a SD model. To deal with the dynamic complexity of organizational safety, SD provides a framework for modeling the unobviously related environmental engineering processes [20–25].

2.1. Model Conceptualization

A causal loop diagram identifies important causal relationships concerning the focal problem. It is a simplified representation of how a social–technical system works in reality. To generate behavior over time, the causal linkages form feedback loops that are the driving forces of the system behavior. Two fundamental types of feedback loops have been identified: reinforcing loops that strengthen change (loop “R” in Figure 1), and balancing loops that seek balance (loop “B” in Figure 1). As Figure 1 shows, the links with polarity denote the causal relationship between two variables, showing how the effect changes in response to the change in cause alone. A positive link (+) means that the effect and the cause change in the same direction, while a negative link (−) means that the effect and the cause change in opposite directions.

![Causal Loop Diagram](image)

**Figure 1.** Causal loop diagram in a system dynamics (SD) model (causal loop diagram, CLD).

2.2. Model Formalization

Stock and flow form a model structure that captures the accumulation and delay effect in a real system. Stock variables represent the state of the system, e.g., the population of maintenance staff. Stock variables (S) change only through the accumulation of flow variables (F). Flow variables represent the changing speed of stock variables, as shown in Figure 2. For example, recruitment is the inflow to maintenance staff population; reassignment and retirement are the outflows to this stock. Maintenance staff will increase faster when more people are recruited. When more people resign or retire, the maintenance staff will decrease faster. Although stock variables change solely based on flow variables, stocks provide a basis for action, which might affect the flow variables. For instance, when there are not enough maintenance staff, managers will decide to recruit more people, thus increasing the inflow and gradually changing the stock. This is an example of a balancing
feedback structure that helps the organization keep enough maintenance staff. Moreover, as stock variables cannot be changed instantly, they raise or drop gradually, thus causing the delay effect in the system, e.g., the time needed for the maintainer training. Other variables, such as auxiliary variables (A, endogenous variables that change constantly) and constants (C, exogenous variables that do not change, such as initial maintainer population) are also used in model formalization. A complex system composing multiple feedback loops with related internal stock and flow structures is bound to produce non-linear behavior, which is hard to understand. The SD approach helps explain how such behavior is generated by the underlining model structure. Regarding the modeling blocks and basic elements used in modeling, the interested reader is referred to the author’s earlier publication for more detail (for example, see [20]).

![Stock and flow diagram in the SD model (stock flow diagram, SFD).](image)

Figure 2. Stock and flow diagram in the SD model (stock flow diagram, SFD).

In this study, the SD modeling on the UAS maintenance safety risks: (1) adopts hierarchical causality loops to realize the method of the coding scheme on risk dynamics modeling, based on the literature and expert inputs in the systems theoretic view; (2) collects the large UAS historical operation and maintenance data for the case study and detailed model validity tests. SD modeling also considered the safety involved in UAS development–operation–maintenance (DOM) processes as a whole, and a general modeling process was characterized by five main steps, as Figure 3 shows.

![System dynamics-based unmanned aerial systems (UAS) development–operation–maintenance (DOM) processes risk SD modeling workflow.](image)

Figure 3. System dynamics-based unmanned aerial systems (UAS) development–operation–maintenance (DOM) processes risk SD modeling workflow.

Step 1: Model conceptualization. In this study, the critical risk factors with embedded roots in UAS DOM processes were identified. The sources of data mainly included: accessible accident statistics data, engineering assumptions, and proposed organization behavior modes raised by the literature.
Step 2: Causal structure construction. In this phase, the causal loop diagram (CLD) was developed to draw the critical interactions involving the underlying UAS accident causation. The reinforcing and balancing feedback loop (R/B) structure-based conceptual model was used to describe the dynamic influences of risk factors on large UAS catastrophic accidents. The detailed CLD modeling process is introduced in Section 3.2.

Step 3: Stock flow model construction. Grounded in the historic data of large UAS operations, the corresponding variable/parameter equations were defined, and the stock flow diagram (SFD) was translated from the CLD. The determination of variable types depends on whether the relevant causal factors have explicit definitions and whether the causal links can be modeled in a quantitative way. A necessary iteration in modeling between the SFD and CLD was needed when determining the model boundary and variable/parameter. The detailed SFD modeling process was introduced in Section 4.1.

Step 4: SFD model test and verification. To avoid the plausibility of the SD model lying only in its structure, the dimensional consistency, confidence interval checks of variables, extreme conditions test (ECT), and parameter sensitivity test (PST) were required to calibrate the simulation model with real large UAS data. They were often accompanied by statistical validation tests of behavior replication. The detailed SFD modeling process was introduced in Sections 4.2 and 4.3.

Step 5: SD model application. To support the decision making and implementation under multiple factors affected by the dynamic organizational environment, SD simulation-enhanced policy analysis helps mitigate undesirable behaviors and improve organization operation [21–23]. In this phase, the calibrated SFD model was used to conduct safety policy experiments aiming for maintenance accident reduction.

2.3. SD Model Building Software

In this study, the simulation software that was adopted to build the SD model was Vensim (Ventana Simulation Environment), which is one of the most widely used pieces of SD simulation software. It provides an interactive environment for model development and simulation, and offers many practical functions such as model check, dimensional consistency checks, data import, etc., which facilitate model-building efforts. Similar SD modeling commercial platforms include Stella, Powersim, etc.

3. UAS Maintenance Risk Dynamic Mechanism

Based on aviation engineering conventions, the most international airworthiness authorities differentiate the types of UAS according to the maximum take-off weight (MTOW) or empty weight (EW) of the UAV, as shown as Table 1. In the UAS type spectrum, the MQ-1 Predator UAS of the General Atomics Aeronautical Systems, Inc. was a medium altitude, long-endurance vehicle, and the largest current-generation UAS in service with the US military (its MTOW is more than 1000 kg). Predators entered the US Air Force (USAF) inventory in 1996, and their flight hours increased rapidly, expanding more than 100 times in the two decades from 1996 to 2015. The cumulative flight hour (CFH) of the MQ-1 fleet reached 100,000 in 2005, and it was the first single large UAS type achieving this level in the global market. Furthermore, since 2008, it maintained the record of 10,000 flight hours per year until now, and its CFH had exceeded 2,500,000 h by 2017. Importantly, considering the public security effects, the MQ-1 Predator possess more than 800 kJ of ground impact energy, if its civil variants lost control in a densely populated area, the threat on residents and public property safety would be significant. It also represents the typical mission and system safety risk mechanisms of those UASs on which the international aviation authorities highly focus. Moreover, the safety/reliability, operation, and maintenance data of the USAF MQ-1 Predator fleet were the most comprehensive and continuous in the world among current UAS types. Hence, in this study, the safety risk revolution of MQ-1 Predator was chosen as a research case, and the safety management measures that were derived can be shared to its peers with smaller gaps.
Table 1. UAS categories raised by international aviation authorities.

<table>
<thead>
<tr>
<th>CAAC 1</th>
<th>US DOD/FAA</th>
<th>CAA</th>
<th>Public Safety Effects</th>
<th>Classical Types</th>
</tr>
</thead>
<tbody>
<tr>
<td>Micro UAV: ≤7 kg</td>
<td>Category I: ≤9 kg</td>
<td>Small UAV: ≤20 kg</td>
<td>Direct VLOS 2; low ground impact energy</td>
<td>Raven, DJI</td>
</tr>
<tr>
<td>Light UAV: 7–25 kg</td>
<td>Category II: 9–25 kg (Small)</td>
<td>Light UAV: 20–25 kg</td>
<td>(e.g., quadcopter types or short-scale fixed wing)</td>
<td></td>
</tr>
<tr>
<td>Light UAV: 25–116 kg</td>
<td>Category III: &lt;599 kg (Medium)</td>
<td>Light UAV: 25–150 kg</td>
<td>Satellite relay data links; might be integrated in manned vehicle airspace, significant ground impact energy</td>
<td>RQ-5 Hunter</td>
</tr>
<tr>
<td>Small UAV: 116–500 kg</td>
<td>Large UAS: 25–150 kg &gt;150 kg</td>
<td>RLOS 2, might access manned vehicle airspace, medium ground impact energy</td>
<td>RQ-7 Shadow</td>
<td></td>
</tr>
<tr>
<td>Small UAV: 500–5700 kg</td>
<td>Category IV: &gt;599kg (Large)</td>
<td>RQ-1B Predator</td>
<td>MQ-9A Reaper</td>
<td></td>
</tr>
<tr>
<td>Large UAV: &gt;5700 kg</td>
<td></td>
<td>RQ-4 Global Hawk</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

1 The Civil Aviation Administration of China (CAAC) uses the empty weight of UAV [24] and the other authorities use the maximum take-off weight of UAVs [2,3]. 2 Visual line of sight (VLOS); radio line of sight (RLOS).

3.1. UAS Accident Data Collection

Based on the available sources, many causation analyses of MQ-1 accidents were implemented. For example, Tvarynas et al. found that the frequency of human factor mishaps of the US military UAS fleet was increasing, which was based on data on UAS mishaps during the fiscal years 1994–2003 [6]. Recurring human factor failures at the organizational, supervision, preconditional, and operator levels have contributed to more than half of MQ-1 mishaps. Nullmeyer et al. used the USAF MQ-1 Predator Class A mishaps as a case study, and derived flight crew training measures to reduce human errors [25,26]. Especially, the USAF Sustainment Center generated investigation reports for typical large UAS for every Class A mishap by fiscal year (FY) and UAS type, and provided results at varying levels of granularity. Based on such detailed statistics, the safety records of the USAF MQ-1 fleet were summarized in this study, and the Class A mishap contributors from FY 1996 to 2015 were specified, as shown in Figure 4.

Figure 4. Statistic data of United States Air force (USAF) MQ-1 Predator fleet Class A mishap contributors in percentage (fiscal year (FY) 1996-2015) by: (a) flight phases; (b) causal factors.

Of the more than 80 Class A mishaps occurring during the FY period of 1996–2015, 60.3% involved the en-route phase, and 43 (51.9%) of mishaps involved human error factors. It can be noticed that the majority of problems related to human factors could be attributed to maintenance errors and the critical technical system-related mishaps involved propulsion system failures. In fact, with the traditional statistics method of accident causal factors, it was hard to distinguish the different root failure, such as between a flawed system design and inadequate maintenance activities.

For example, an USAF MQ-1L predator UAS deployed from the 15th Reconnaissance Squadron (57th Wing, Nellis AFB, Nevada) crashed in Iraq in March 2005. From the evidence revealed in the
accident investigation report, the primary cause of this mishap was a catastrophic engine fire caused by a fuel leak on the left forward part of the engine. The accidental contributors that were found involved: 1) the flawed installation design of the O-ring seal of the engine; 2) the flawed design of the oil lines, which made them susceptible to fire; 3) no dedicated fire-detection or suppression system, and 4) inadequate technical data on the post-flight maintenance procedures for the detection of fuel line chafing. As shown by Figure 4b, this case was classified as belonging to both “propulsion system failure” and “maintenance error”. In this term, the causality revealed by the accident investigation was ignored. However, the human error causal factor often cannot be explained by single-point failure. As in this case, the maintenance errors had embedded roots in the system design of the fuel lines. According to Marais and Cooke, accident analysis based only on categorized errors and traditional safety philosophy is superficial or structured for future preventive measures [27,28]. In order to analyze the dynamic and coupling impacts of organizational risk factors, a SD approach was introduced to analyze the UAS maintenance risk mechanisms in terms of feedback in this study.

3.2. UAS Maintenance Risk Causal Loop Diagram

Based on the Systems-Theoretic Accident Model and Process (STAMP) and STAMP-based hazard analysis technique (STPA) raised by Leveson, an accident is a property emerging from the interactions within the social-technical system components rather than a sequence of events linked by static cause and effect factors [29,30]. Safety is reformulated as a control problem rather than a reliability problem. In STAMP/STPA, systems were viewed as interrelated components kept in a state of dynamic equilibrium by feedback control loops. For the large UASs examined in this study, the technical systems (which are regarded as the Technical Level) performed expected functions according with related design rationales (e.g., UAS flies border surveillance missions). The human actors implemented specified tasks following the task procedures and occupation norms in the DOM processes (the Human Level). For example, the maintainer replaced the engine components following determined maintenance intervals. Moreover, the organizations (the Organization Level) did their duties, respecting the associated responsibilities and plans (e.g., the maintaining organization ensured its oversight of the maintenance program). A hierarchical framework for a risk dynamics analysis of the UAS maintenance process is proposed in Figure 5.

![Figure 5. Modeling framework for UAS maintenance risk dynamics mechanism.](image-url)

In this frame, as the foundation of the system theories, the risk dynamics rest on two pairs of ideas: (1) emergence and hierarchy, and (2) communication and control [31,32]. As emergent at the lower three levels, the UAS operation safety and mission availability (the focused elements in the
Emergency Level) were determined in the context of the whole structure where the components of each lower level implemented or violated the constraints. Since the safety (using the UAS accident rate as an indicator) was hard to evaluate by only examining a single element in local hierarchies, it was not possible to take a single component property in isolation and assess whether the UAS operates with an acceptable risk level (e.g., the reliability of a specified system or a single maintainer action error).

In Figure 5, the control actions and feedback channels between different levels were labeled by the solid and dashed arrows, respectively. Based on this framework for risk dynamics, some primary variables were defined as following:

1. The variables prefixed with $EL_i$ described the UAS performance and safety indicators belonging to the Emergency Level, such as $EL_i$-Actual Total Mission Duration. This level represents the output information.
2. The variables prefixed with $TL_i$ described the risk effects of critical system design flaws and reliability belonging to the Technical Level, such as $TL_i$-Critical System Reliability Status.
3. The variables prefixed with $HL_i$ described the maintainer-related risk factors in the Human Level, which involve two main aspects, both maintaining trainers and trainees, such as $HL_i$-Average Mission Maintainer Experience.
4. The variables prefixed with $OL_i$ described the organizational behaviors and decisions in the Organizational Level, such as $OL_i$-Scheduled Total Mission Duration.

Consequently, as the Step 2 shown in Figure 3, a CLD was proposed to model the UAS maintenance risk causality, as shown in Figure 6a. To highlight the interactions among risk factors in the Technical Level, the causal loops in this level were marked with red arrows. Regarding the intensity of feedback loops, four balancing loops ($B_1$-$B_4$) and two reinforcing loops ($R_1$ and $R_2$) were identified, as Figure 6b shows. According to the nodal variables indicated, those loops fell into three groups, as shown in Table 2.

![Figure 6](image-url). UAS maintenance risk SD model causal loop diagram (a); dominant loop relationships (b).
Table 2. Causal loop group and sub-loop definitions.

<table>
<thead>
<tr>
<th>Loop Groups</th>
<th>Causal Loops</th>
<th>Nodal Variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Effects of self-learning and training on maintainer occupational experience ($B_1/B_2$)</td>
<td>$B_1$ (Mission experience and accident learning) $B_2$ (Maintainer population changes)</td>
<td>$TL_2$-$TL_3$-$HL_5$-$HL_1$ ($B_1$) $HL_4$-$HL_2$ ($B_2$)</td>
</tr>
<tr>
<td>2. Critical system reliability, system failure risk and interactions ($B_3/B_4/R_1$)</td>
<td>$B_3$ (System design modifications) $B_4$ (Reduce revealed failures) $R_1$ (System interaction induced failures)</td>
<td>$TL_{10}$-$TL_1$ ($B_3$) $TL_2$-$TL_{10}$ ($B_4$) $TL_4$-$TL_6$-$TL_5$ ($R_1$)</td>
</tr>
<tr>
<td>3. Side effects of procedure modification ($R_2$)</td>
<td>$R_2$ (Maintenance procedure modifications)</td>
<td>$HL_1$-$TL_2$-$TL_7$-$HL_5$ ($R_2$)</td>
</tr>
</tbody>
</table>

With the CLD model proposed, the UAS maintenance risk dynamics can be described as below: due to the intended mission profile and low-cost constraints, which affected the system design, the UAS reliability ($TL_1$) was low. Meanwhile, because of undetermined system behaviors and incomplete maintenance procedures, the UAS mishap number was high ($HL_1$ $\rightarrow$ $TL_1$ $\rightarrow$ $TL_4$ $\rightarrow$ $EL_2$), which promoted the accident investigation for the causation of the mishaps. With the hindsight ($EL_2$ $\rightarrow$ $OL_4$ $\rightarrow$ $TL_2$), the staged risk interactions started:

- In the Human Level (HL), maintainers directly learned from previous incidents/accidents, which helped reduce their task errors and then enhance the system reliability (in this stage, the dominant feedback loop was $B_1$). When facing mission stresses, UAS-maintaining organizations trained more maintainers to satisfy the increasing mission requirements. However, due to a lack of qualified trainers, the increasing of maintainer experience encountered a delay ($HL_6$ $\rightarrow$ $HL_1$), and stayed in a relatively low level (see the $B_2$ loop).

- In the Technical Level (TL), facing the reliability gaps in UAS operation, UAS development organizations modified the system design to reduce the possibilities of undesired system failures, such as improving component qualities and/or introducing redundancy characteristics (see the $B_3$ and $B_4$ loops). Yet, the adverse system interaction will also induce failure, which was modeled by the $R_1$ loop.

Regarding the interaction of the Human and Technical levels, UAS-maintaining organizations promoted maintaining procedure modifications, but such activities behaved as a kind of side effect that depressed the increasing of maintainer experience (see the $R_2$ loop). The improved system reliability ($TL_1$) contributed to Class A mishap rate reduction, which limited the benefit increasing from mission experience and accident learning (see the $B_1$ loop; this phenomenon was also named blind safety confidence, see [20]). With the maintenance procedures ($TL_7$) becoming more complete, the role of the reinforcing loop $R_1$ had less importance as a side effect influencing UAS operation safety. Due to the improved system design, the number of visible system flaws ($TL_2$) revealed by accident investigation and routine maintenance mission decreased continuously (i.e., the effects of the balancing loops $B_3$ and $B_4$ became gradually weak). An organizational risk mechanism was modeled to show that how the average maintainer experience achieved a dynamic balance along with the evolution of a UAS type over a long time scale. As a result, the reliability of UAS in operation approaches the desired level specified in the design.

4. Maintenance Risk Dynamics Model

The SFD modeling is informed by mental, written, and numerical data sources from model conceptualization, from analysis to implementation [14]. In practice, due to the limitation of available data such as complete accident causal factor statistics, details of maintainer training programs, and service length, the CLD should be tailored aiming for the construction of a feasible SFD that can be verified.
4.1. Maintenance Risk Dynamic SFD

To ensure that the model behaviors can be validated with real-world data derived from the USAF MQ-1 fleet, the CLD shown in Figure 6 was tailored for intended SFD modeling and simulation for a historical match between model and reality, which played an important role in preventing the SFD structure from being constructed in a less rigorous way. Following the identified hierarchical framework for a risk dynamics analysis of UAS maintenance processes, the variables in the Organizational Level provided the input information of the SFD modeling, such as $OL_3D_1$-Intended Number of UAS in Service. Referring to the regularly issued unmanned aerial vehicles roadmap developed by US Department of Defense (for example, see [33,34]), those sustainability data deriving from the military experience of the MQ-1 fleet in Afghanistan and Iraq supported the modeling of organizational factors. The letter D indicated the definition of the variable, based on the collected data. Most of the data in the Organizational Level were integrated into the SFD model by using of the WITH LOOKUP FUNCTION provided by the Vensim software. Meanwhile, the variables in the Emergency Level were regarded as the output results of the SFD modeling, such as the variable $EL_2A_1$-Current Number of Class A Mishaps (the letter A indicated they were the auxiliary variables). They also supported the calibration and validation of simulation results with respect to the real world data.

As the core of the SFD modeling, the variable interactions between the Human Level and Technical Level played important roles in determining the UAS maintenance risk dynamics. In this paper, due to the relatively complete USAF accident investigation and report system, more than 70% of Class A mishap investigations have been found on the website of the USAF Sustainment Center. The investigation reports involved synthetic information such as the organizational background, sequence of events, maintenance errors, technical system flaws, weather conditions, and operation supervision, which provided human factor-related assumptions and insights for the definition of model equations in both qualitative and quantitative ways [35–39]. For example, based on the general framework of human error called the Human Factors Analysis and Classification System (HFACS), the kernel risk factor, $HL_1A_1$-Average Maintainer Experience, was regarded as the recondition for unsafe acts of maintainers that limited their on-the-job performance under scheduled routine (i.e., more errors due to low personal readiness) and also provoked their substandard practices to violate existing rules without precognition of undesired consequences. Following the identified primary risk factors influencing large UAS reliability, a conceptual function was proposed to describe the risk dynamics involving the variables in the HL and TL levels as below.

$$\text{Adverse effects on critical system reliability} = f \left( \begin{array}{c} \text{system design flaws} \\
\text{maintenance procedure flaws} \\
\text{maintainer errors} \end{array} \right)$$

The main view of the SFD model at the Human Level is shown as Figure 7. As the precondition of maintainer errors, the occupational experience of maintainers ($HL_1A_1$, variable scope: between 0–100%) was the primary factor that influenced the actual reliability level of technical systems in service, and then the number of mission cancellations. Simplifying the maintainers pervading in various MQ-1 Predator squadrons as a whole, the formation mechanism of average maintainer experience was modeled by a stock variable named $ HL_3S_1$-Total Maintainer Experience (indicated by the letter S), which integrated the five flow variables (indicated by the letter F):

- Increase in experience from training ($HL_3F_1$): under the task pressures, the maintaining organization took efforts to train new maintainers (see the $B_2$ loop). For the case of the USAF MQ-1 Predator, due to the high tempos in battle field missions, the trainers also played the role of maintainer, so the trainer population was also included in the variable $HL_2A_1$-Total Maintainer Population.
• Loss of experience from decay (HL₅F₂) and turnover (HL₅F₃): the maintainers lost experience through the deterioration process that mirrored memory loss, and skilled maintainer loss due to their turnover (i.e., attrition rate).

• Increase in experience from mission learning (HL₅F₄): the maintainers gained experience by spending time on the tasks and learning from the mishaps and accident investigation reports of the past. It was often known as “self re-learning” in literatures on training [37].

• Change in experience influenced by maintenance procedure modification (HL₅F₅): this factor modeled another category of maintainer mission experience change known as “training transfer”. The conceptual equation of the variable HL₅F₄ was defined as:

$$HL₅F₅ \propto DELAY₁(\sum_{i=1}^{3} TL₁iA₂, \; HL₅C₅)$$

where TL₁iA₂ was the amount of the maintenance procedures modification for the No.i critical system (the propulsion, flight control, and data communication systems were considered in this SFD model, and i represented those systems, respectively), and HL₅C₅ was the time to master the modified procedures (the letter C indicates the constant parameters).

For the SFD modeling of the Technical Level, some literature research on the MQ-1 predator mishap revealed the accidental factors resulting in large UAS system failures. For example, the US office of the Secretary of Defense figured out that the propulsion system, flight control system, and communication (datalink) system were the three primary sources of catastrophic technical failures and provided the typical Mean Time Between Failure (MTBF) of MQ-1 Predator’s safety critical
systems during 1994 and 2003 [5]. In practice, the researchers often used the MTBF as an indicator to characterize the reliability of UAS systems. In order to transfer the conceptually identified variable $TL_1$-System Reliability into the SFD model, two stock variables—$TL_{1,i}S_1$-No.i System Required MTBF and $TL_{1,i}S_2$-No.i System Actual MTBF—were adopted to model the mechanism of the latent influences of maintainers on technical system reliability (i.e., $HL_1 + (\text{Delay}), TL_1$), as shown in Figure 8. Similarly to the modeling process of the variable $TL_{10,i}A_2$-No.i System Design Modification, the variable $TL_{7,i}A_2$-No.i System Maintenance Procedures Modification was defined as the flow rate of the variable $TL_{1,i}S_1$ (referring to the feedback loops $B_4$ and $R_1$ in Figure 6).

For the model equation transferring of the loop $B_1$ from the CLD to the SFD model, the core process was to describe the relationship between the variable $HL_{1,i}A_3$ and the variable $TL_{1,i}S_2$. It modeled the dynamic risk mechanism that flawed and/or inadequate maintaining procedures behaved as organizational influences to induce the unsafe acts of maintainers and had indirect impacts on the actual MTBF of the safety-critical systems. Moreover, such a dual-stock structure prevented the potential false prediction of the impacts of maintainers on MTBF, especially when the variable $HL_{1,i}A_1$ might reach its reasonable boundary. The conceptual equation of the variable $TL_{1,i}S_2$ was defined as:

$$ TL_{1,i}S_2 \propto TL_{1,i}C_1 + k \int_{t=0}^{t} HL_{1,i}A_3 \cdot TL_{1,i}A_3 dt $$

where $TL_{1,i}C_1$ was the initial MTBF of the No.i critical system, and $TL_{1,i}A_1$ was the gap between the required and actual critical system MTBF.

**Figure 8.** Critical system MTBF formation process SFD at the Technical Level.
4.2. SFD Model Test and Calibration

In the proposed SFD model, a number of behavioral tests of the SFD model were needed to evaluate the validity of the model structure, such as the dimensional consistency test on every equation. It aimed to ensure that the variable definitions were not mathematically incorrect. Importantly, a parameter sensitivity test (PST) was conducted to identify whether the SFD model was sensitive to certain parameter changes, and the simulation result would be acceptable against both conceptual models in the literature and the assumptions from expert and/or peer experience. To identify the different sensitive parameters would help the model user rank and measure the strength of association between the sets of parameter sensitivity results [13,14]. The PST also provided a base understanding of the preliminarily constructed SFD model for further safety policy experiments. The necessary modification of feedback loops was implemented following the modeling iteration.

Moreover, an extreme condition test (ECT) was also used to determine whether the SFD model would behave reasonably when the related parameters exceeded the anticipated limits. As an example, Figure 9 shows how the validity of the SFD model was partially evaluated by setting a different initial value of the propulsion system MTBF as an example. In this test, the parameter $TL_{1,1}C_1$ Initial value of propulsion system MTBF was changed from 150 h (the base run indicated by pink dashed lines) to 75 h (the test run indicated by blue solid lines), and the comparison of the two runs was shown in the Figure 9 below.

![Extreme conditions test (ECT) example: different initial MTBF of propulsion system.](image)

From the test results, when the initial MTBF is reduced to 75 h (only half of the base runs in month zero), the actual system MTBF between the 90th and 160th months will be extremely low ($TL_{1,1}S_2$), which causes the propulsion system catastrophic failure risk in single sortie ($TL_{5,1}A_1$) up to 100%, as shown in Figure 9a. As a result, the mission cancellation number shoots up and causes the total actual flight hours ($EL_1A_1$) to approach the time-axis (0 h), as shown in Figure 9b. Such model behaviors were consistent with the dynamic mechanism beneath the causal link ($TL_1 \rightarrow TL_5 \rightarrow TL_4 \rightarrow EL_3 \rightarrow EL_1$), as specified in Figure 6. Moreover, with the passage of time, the accident investigation reveals the system design flaws ($TL_{2,1}S_1$) and promotes design modification ($TL_{10,1}A_2$). Consequently, the system actual MTBF will gradually increase and the total actual flight hours will begin to accumulate and reach a relatively lower level with respect to the base run of 150 h MTBF (after the 160th month). This test result also showed its consistency with the corresponding causal link ($OL_4 \rightarrow TL_2 \rightarrow TL_10 \rightarrow TL_1$) specified in Figure 6. The ECT demonstrated the rationality of the SFD model behaviors, which showed the transfer process rigidity from the conceptual CLD to numerical SFD. It also added the plausibility of the model for further real world data calibration and policy experiment simulation.

4.3. SFD Model Verification

Based on the time-series operation data and safety records of the USAF MQ-1 Predator fleet between FY 1996–2015 (a time horizon of 240 months), the SFD model proposed in Section 4.2 was applied to implement a real case study. Following the accident causal factor statistics analyzed in Section 3.1, the propulsion system, flight control system, and communication system (datalink) were
selected as the safety critical systems modeled in this simulation. Meanwhile, the risk influences of flight crews were also considered in the model, but are not shown in this paper. The initial values of the level variables, delay time constants, table functions, and auxiliaries weighted by certain coefficients were all defined. After that the Variable Validity Checks (VVC) are required to assess whether the simulated system behavior fit the CLD model established in Section 3. As Table 3 shows, acceptable errors between simulation results and historical date can be observed. The reason for such error can be attributed to some simplified stock-flow equations to model the risk interactions (due to the limitation of available supporting data from the USAF Sustainment Center).

Table 3. Critical Variable Validity Check (VVC) results.

<table>
<thead>
<tr>
<th>Loop Groups</th>
<th>Basis for VVC</th>
<th>Time horizon (month)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Gaps between OL₃S₁ and the historical data (%)</td>
<td>12th</td>
</tr>
<tr>
<td>OL₃S₁-Actual UAS Number</td>
<td></td>
<td>-1.08</td>
</tr>
<tr>
<td>HL₄A₁-Required Maintainer Population</td>
<td>Relative ratios between OL₄A₁ and the historical maintainer population</td>
<td>2.39</td>
</tr>
<tr>
<td>EL₄A₁-Maintenance-Related Mission Cancellation</td>
<td>Relative ratios between EL₄A₁ and the historical total mission sorties</td>
<td>0.568</td>
</tr>
<tr>
<td>TL₁S₂-Propulsion System Actual MTBF</td>
<td>Gaps between TL₁S₂ and the historical propulsion system MTBF (%)</td>
<td>0</td>
</tr>
</tbody>
</table>

Using the MQ-1 Predator total maintainer population (HL₂A₁) and Class A mishaps per 10⁵ h (EL₂A₁) as representatives, Figure 10 compares the simulation results (blue solid line) of the critical variables against historical data (red stars). The variable HL₂A₁ captures the surging trend of maintainer population after the 160th moth due to the increased employment requirement of MQ-1 fleet in Afghanistan and Iraq since FY 2008, as shown in Figure 10a. Meanwhile the variable EL₂A₁ also replicates a critical feature in MQ-1 fleet’s early safety history which owned a peak of mishap rate on the 30th month (MQ-1 begun to enter widespread service of USAF in 1998), as shown in Figure 10b. As achieving the close historical match between SFD model and reality, confidence on applying the proposed UAS maintenance risk dynamics model to be supporting tool for policy decision-making to improve UAS operation safety been enhanced.

![Figure 10](a) Simulated results vs. historical data over the period of fiscal year (FY) 1996–2015.

5. SFD-Based Safety Policy Experiment

To reduce the UAS accident rate, two types of policies could be used: one focuses on human improvement, and the other one focuses on technical system improvement. Using the SFD model, we tested the long-term effects of two representative safety policies: 1) maintainer training enhanced;
and 2) propulsion system reliability enhanced. The related parameters were defined in Table 4, and the policy experiment results were shown in Tables 5 and 6.

Table 4. Policy experiment variable parameter definition.

<table>
<thead>
<tr>
<th>Cases</th>
<th>Strategies</th>
<th>Parameters in Base Run</th>
<th>Parameters in Experiment Run</th>
</tr>
</thead>
<tbody>
<tr>
<td>Policy 1</td>
<td>200% initial maintainer experience achieved after training (enhanced training measures, unit: %)</td>
<td>HL_{5}C_{1} = 30</td>
<td>HL_{5}C_{1} = 60</td>
</tr>
<tr>
<td>Policy 2</td>
<td>130% initial MTBF of propulsion system achieved (modified system design, unit: hours)</td>
<td>TL_{1.1}C_{1} = 150</td>
<td>TL_{1.1}C_{1} = 200</td>
</tr>
</tbody>
</table>

Table 5. Representative simulation results of Policy 1.

<table>
<thead>
<tr>
<th>Changes over Base Run (%)</th>
<th>Time Horizon (month)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>12th</td>
</tr>
<tr>
<td>OL_{5}S_{1}-Actual UAS Number</td>
<td>1.08</td>
</tr>
<tr>
<td>HL_{4}A_{1}-Required Maintainer Population</td>
<td>2.39</td>
</tr>
<tr>
<td>EL_{4}A_{1}-Maintenance Related Mission Cancellation</td>
<td>0.568</td>
</tr>
<tr>
<td>TL_{1.1}S_{2}-Propulsion System Actual MTBF</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 6. Representative simulation results of Policy 2.

<table>
<thead>
<tr>
<th>Changes over Base Run (%)</th>
<th>Time Horizon (month)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>12th</td>
</tr>
<tr>
<td>TL_{4.1}A_{1}-Times of Propulsion System Catastrophic Failure</td>
<td>-11.50</td>
</tr>
<tr>
<td>EL_{5}A_{1}-Class A Mishaps per 10^5 Hours</td>
<td>-5.51</td>
</tr>
</tbody>
</table>

Safety Policy Experiment 1 simulated the effects of enhanced training measures on the large UAS safety. Under high mission tempos, the UAS fleet considered alternative training interventions that focused on the on-the-job performance and the improvement of the key maintainer skill sustainability, especially employing full-time trainers instead of the manufacturer company–military service–contractor company mode. Moreover, for routine tasks, self re-learning always happened due to sustainable practice. In order to avoid the adverse diminishing of overlearning with time (i.e., mastery training) and especially for some emergency or low frequency tasks, organizations should adopt refresher training to compensate the decay of maintainer experience acquired in mastery training (e.g., checking system components with long maintenance intervals). It is important for the continuously modified maintaining procedures when facing the extended scope of large UAS in the civilian field. The refresher training intervals should be specified in the training program, and corresponding supervision are also needed. Significantly, Policy Experiment 1 revealed that the safety effects of training on the maintenance risk should be judged over the medium to long term. It means the characteristics of the maintainer errors need to be considered in system design and maintenance procedure to prevent them in a proactive way. Moreover, to improve the understanding of maintenance personnel on the rationales beneath the structural procedures will reduce the experience dependency and training costs, which aids to ensure the long-term safety benefits against training investments.

In Safety Policy Experiment 2, a risk evolution trend pervading in the technical system level can be seen. The initial reliability of the critical systems attributed by the development and manufacture processes had decreasing effects on the large UAS operation safety over time. The simulated results showed that the maintainer errors behaved in a long-term manner, which induced UAS mishaps instead of a short-term manner of system failures. In the simulation, the MTBF of the propulsion
system was increased from 150 h to 200 h. Such reliability-enhancing technologies always mean the introduction of high quality commercial off-the-shelf (COTS) products, such as heavy fuel engine and advanced digital avionics systems. They have the potential to address major reliability shortcomings, but also add the maintaining complexity and operation costs. In fact, the system price, size, and weight are of particular sensitivity to an UAS. Comparing to the manned counterparts, the affordability of UAS subsystems must be balanced with their reliability, and the claimed benefits should be examined more carefully. However, enhancing reliability must be weighed as a trade-off between increased upfront costs for a given UAV and reduced maintenance costs over the system’s lifetime spectrum of risk with the UAS flight phases. In the decision-making process for establishing an effective airworthiness regulatory framework for UAS, the proposed semi-qualitative risk dynamics simulation can provide suggestions for regulatory authorities and individual stakeholders (e.g., industries, military and civil services) in a novel and perhaps more lucid way.

6. Discussion

As indicated by Hobbs and Herwitz, for unmanned aviation lacking in maintenance/manufacturer-specific reporting programs, it was difficult for the UAS industry, operators, and aviation authorities to learn lessons from maintenance incidents. Due to the differences between large UAS and manned aviation maintenance, the organizations may always ignore the warning signs of precursor incidents, and fail to learn from the lessons of the past [38]. Especially, due to the awareness that there was no human on board the vehicle, the maintenance personnel may become more relaxed about maintenance tasks compared to manned aviation, particularly with regard to deviations from procedures. However, by reviewing the existing literature, we can find that how human factors affect the maintenance of UAV was an area with little prior research. With the increased high operation tempos of military UAS, most of the existing research has emphasized the flight crew errors and training benefits. In contrast, the maintenance human factors received little attention. However, as revealed by the UAS accidental causal factor statistics in this paper, the maintenance accident issues have risen to a comparable level as that of the flight crew errors. Moving the large UAS safety strategies from normal accidents to high reliability, the new risk mitigation metrics should provide insights for maintaining managers concerned with the on-the-job performance of maintenance personnel and their teamwork efficiency. For example, in this paper, it was shown that the personal population, training experience, and mission experience were three critical maintenance risk factors influencing the large UAS accident rate.

Due to the benefits in time and cost savings of long-endurance tasks such as surveillance or cargo transport in the civilian field, increasing requirements on the employment of MQ-1 Predator-sized large civil UAS can be observed for those countries taking the lead of large UAS usage, such as the US and China [40,41]. However, their unsatisfactory safety characteristics made restricted their operations to certain segregated areas. To promote the sustainable growth of such kind of UASs for their irreplaceable missions, the countries who have gained plenty of large UAS operation experience proposed the basic considerations for airworthiness management in advance. There are various differences in this rulemaking progress around the world. For example, the Civil Aviation Administration of China (CAAC) has not yet specified their basic framework regarding how to integrate their large UAS into manned airspace [24]. In contrast, some advanced aviation authorities have taken the lead in developing management guidance and technical standards for civil UAS operation accompanying with ICAO’s exploratory aspiration [3,42,43]. Reference to the UAS categories has been listed in Table 1 in Section 3.1. A safety management matrix for future civil UAS market has been proposed.

For example, considering the broad range of operations and types of UAS, the European Aviation Safety Agency (EASA) [44] uses a hierarchical structure to supervise the UAS safety according to the operation risk level. 1) The Open Operation category (MTOW <25 kg) has a low ground impact energy and should not require an authorization by an aviation authority for the flight, but stay within defined limitations for the operation (e.g., distance from aerodromes, from people, etc.). 2) The Operation
category has a medium ground impact energy and requires an operations authorization by an aviation authority with specific limitations adapted to the operation, especially the operator should perform a safety risk assessment on the technical system and personnel proficiency, identifying mitigation measures, which will be reviewed and approved by the National Aviation Authority. 3) In the Certified category, high operation risks rise to a level similar to normal manned aviation operation, and the type certificate and personnel qualification will be required following the airworthiness regulation and standard issued as for manned aviation, plus some more regulations specific to UAS.

The systematic improvement of the safety of UAS, especially the large types, has attracted considerable attention from regulatory authorities, UAS developers, manufactures, operators, and the public. Some researchers have already doubted the rationality of directly using existing conventionally piloted aircraft airworthiness certification experience [41,45]. For instance, under the EASA’s framework, the boundary between the Operation and Certified categories is often subjective due to the lack of systematic UAS operation risk assessment techniques. To break such a predicament, using the dynamic causation of human factors and system reliability to describe the risk mechanism tends to be useful in improving the stakeholders’ decision-making metrics, which may help them evaluate the potential consequence of their behaviors and bridge the safety/reliability gaps between the airworthiness of large UAS and manned aircraft. The further developed SD model of the large UAS regulatory development–operation–management should provide the potential civil UAS market stakeholders and policy makers with a clearer understanding of the relationships between the economic gain and safety price.

7. Conclusions

This study introduced a system dynamics modeling approach on the safety risk mechanism of the UAS maintaining processes that contributed the largest causal factors for large UAS accidents in the past two decades. Viewing the large UAS safety sustainability as an emergency property of a social–technical system, the shifting of a dominant feedback loop over time identified by the proposed SD model explains why safety hindsight such as enhanced system reliability design and maintenance training of a new large UAS always failed to reduce its initial service period mishaps: in the early stage, the low system reliability combined with insufficient maintainer experience caused a high mishaps rate, and the increasing of maintainer experience derived from job training took a delayed effect on maintenance risk reduction due to the population gap. Compared to the limited value of system reliability improvement, the maintaining procedure modifications promoted by UAS-maintaining organizations behaved as a kind of side effect that depressed the increasing of maintainer experience. Later, the whole system safety sustainability reached the dynamic balance in a long-term vision. As a lesson learned from the USAF MQ-1 Predator fleet, the large UAS-maintaining characteristics and maintainer error reduction, especially under field conditions, should be considered adequately in the development of a technical system at the initial airworthiness stages of large UASs. Moreover, at the continuous airworthiness stages of large UASs, the time needed to obtain the required human resource under high mission pressures may induce a delayed process of maintainer experience-gathering, which has adverse impacts on the UAS operation safety. Some proactive investments, such as the setting of full-time trainer staffs against the maintainer population gap or adequate refresher training to supply the mission self-learning, can be used to ensure the sustainment of maintenance proficiency in UAS fleets.

In this study, a SD modeling-derived “Risk–Time Curve” can provide the DOM organizations of large UASs insight and less confused information regarding organization safety flaws, especially in mid-term and long-term views. It explained the general UAS maintenance risk dynamic mechanisms, which integrated the organizational, human, and technical dimensions rather than identifying static accidental factors in textual way. As a supplement on traditional textual descriptions, the semi-quantitative SD simulation-derived safety policy experiments may let the responsible organizations know their safety benefits more objectively instead of only relying on intuitions. It is
also especially favorable for the accident investigation planning. However, because of the factor scope and depth of the large UAS maintenance risk spectrum, this research mainly took the failure number and the MTBF value to describe the basic reliability characteristics in a conceptual way, and simplified the failure interactions between different technical systems. Similarly, the maintainer human factor analysis also embedded its roots in experience-term metrics of a large UAS operation. This research will help a large UAS maintaining organization that is responsible for Operation and Certified categories to evaluate the safety impacts of their management decisions and provide reference for future UAS risk-based airworthiness rulemaking in maintenance fields. More detailed and broad modeling needs to be explored in our further research, especially considerations of how to improve large UAS safety to promote their most valuable civil applications in autonomous intercity/international cargo shipment or even the transportation of passengers.
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