Fluctuating Charge Order: A Universal Phenomenon in Unconventional Superconductivity?
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Abstract: Unconventional superconductors are characterized by various competing ordering phenomena in the normal state, such as antiferromagnetism, charge order, orbital order or nematicity. According to a widespread view, antiferromagnetic fluctuations are the dominant ordering phenomenon in cuprates and Fe based superconductors and are responsible for electron pairing. In contrast, charge order is believed to be subdominant and compete with superconductivity. Here, we argue that fluctuating charge order in the \((0, \pi)\) direction is a feature shared by the cuprates and the Fe based superconductors alike. Recent data and theoretical models suggest that superconductivity is brought about by charge order excitations independently from spin fluctuations. Thus, quantum fluctuations of charge order may provide an alternative to spin fluctuations as a mechanism of electron pairing in unconventional superconductors.
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1. Introduction

Superconductivity arises from the interplay of several mechanisms. First, there is the exchange of bosonic excitations, which gives rise to an indirect electron-electron attraction competing with the Coulomb repulsion. In classical BCS superconductivity, the bosonic excitations are phonons. Basically, an electron with momentum \(k\) scatters into a state \(k'\) creating a phonon with energy \(\hbar \omega_q\). The phonon is absorbed by another electron, whereupon it changes its momentum from \(k'\) to \(k' + q\) (see Figure 1). The corresponding interaction is expressed as [1]:

\[
\langle i | H_{\text{int}} | f \rangle = \frac{1}{2} \sum_h \langle f | H_{e-ph} | h \rangle \langle h | H_{e-ph} | i \rangle \left( \frac{1}{E_i - E_h} + \frac{1}{E_f - E_h} \right) \quad (1.1)
\]

here, the initial state \(|i\rangle = |k, k'; 0\rangle\) is composed of the electron wave functions before scattering and phonon emission. The final state \(|f\rangle = |k - q, k' + q, 0\rangle\) contains the scattered electron wave functions after scattering and phonon absorption. The intermediate, virtually excited states \(|h\rangle = |k - q, k'; \hbar \omega_q\rangle\) with energy \(E_h = E_{k - q} + E_{k'} + \hbar \omega_q\) correspond to the excitation of a phonon by one of the electrons. The perturbation operator \(H_{e-ph}\) is expressed as:

\[
H_{e-ph} = A_q e^{-iqr} a_q^\dagger + A_q^* e^{iqr} a_q \quad (1.2)
\]

with \(a_q^\dagger\) and \(a_q\) being the phonon creation and annihilation operators, respectively. \(A_q\) gauges the strength of the electron–phonon interaction. In order to qualitatively appreciate the meaning of
Equation (1.1), we assume for simplicity that the scattering amplitude is the same for \( \langle f \rvert H_{e-ph} \lvert h \rangle \) and \( \langle i \rvert H_{e-ph} \lvert h \rangle \), and is constant. This yields

\[
\langle i \rvert H_{\text{int}} \rvert f \rangle = \frac{1}{2} |M|^2 \sum_h \left( \frac{1}{E_i - E_h} + \frac{1}{E_f - E_h} \right)
\]  

(1.3)

The summation is subject to the constraint that the electrons can only be scattered into unoccupied states. Note that the virtual states \( \lvert h \rangle \) are short-lived and hence need not obey energy conservation. Since \( E_h \) includes the phonon energy, \( \hbar \omega_q \), resonance occurs for electron energies \( E_h^- = E_i - \hbar \omega_q \) in the virtual state \( (E_i \approx 2\epsilon_{k_F}) \). With hardly any empty states available below \( E_i - \hbar \omega_q \), it is clear that the matrix element Equation (1.3) is negative, \( i.e. \), leads to an attractive interaction (see Figure 2).
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**Figure 1.** Pairing interaction between electrons at the Fermi level via exchange of phonons \( \hbar \omega_q \). The diagram refers to one term in the sum Equation (1.1). The total momentum of the electron pair is assumed to be zero (this maximizes the phase space for the summation Equation (1.1)). Only electrons within a shell of width \( \hbar \omega_q \) around \( E_F \) can participate in the pairing interaction.
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**Figure 2.** Electron energy diagram for the evaluation of matrix element Equation (1.3). Here, the width of the Fermi distribution is assumed to be negligible in comparison to the phonon energy \( \hbar \omega_q \). Hence, \( E_i = E_f \approx 2\epsilon_{k_F} \). The configuration space available for the virtual states is shown as the shaded area.

The attractive interaction Equation (1.3) is a bare interaction competing with the Coulomb repulsion. Whether it can actually give rise to a sufficient Cooper pair density and a superconducting phase transition depends on the response of the other electrons in the Fermi sea. The next step, therefore, is to calculate the Cooper pair susceptibility \( \chi_{\text{pair}} (q = 0, \omega) \). As mentioned, the choice \( q = 0 \) yields the largest interaction Equation (1.1), and, therefore, in the lowest energy state, the total...
momentum of the pairs is zero, i.e., electron pairs with momentum $k$ and $-k$ are formed. One obtains [2]

$$\chi_{\text{pair}} (0, \omega) = \frac{\chi^0_{\text{pair}} (0, \omega)}{1 + U \chi^0_{\text{pair}} (0, \omega)}$$ (1.4)

with

$$\chi^0_{\text{pair}} (0, \omega) = \frac{1}{\Omega} \sum_k \frac{f (\xi_k) - f (-\xi_{-k})}{\omega - \xi_k - \xi_{-k} + i\delta}$$ (1.5)

$\Omega$ being the volume of the system and $f (\xi_k)$ the Fermi factor at the energy $\xi_k = \epsilon_k - E_F$. Equation (1.4) signals a phase transition once the denominator goes to zero. Since $\chi^0_{\text{pair}} (0, \omega)$ is positive, this may be the case for attractive interactions $U$ ($U < 0$) such as Equation (1.3).

The exchange of phonons, however, is not the only possible source for attractive electron interactions. As mentioned above, other bosonic excitations could serve a similar purpose. In particular, there is a general consensus that paramagnon excitations are likely candidates in the case of cuprates and also of the iron-based unconventional superconductors. A third possibility arises in the presence of (fluctuating) charge density waves (CDW). The complex CDW order parameter is characterized by the amplitude and the phase of the CDW modulation. The normal modes of these two degrees of freedom are amplitudon and phason [3] (see Figure 3). The dispersion of the normal modes resembles the dispersion of optical and acustic phonons, respectively. For an incommensurate CDW, a uniform phase shift of the charge modulation relative to the ionic lattice does not change the energy, thus the phason mode dispersion starts at $\omega_{\text{phason}} = 0$ for $q = 0$. In contrast, the amplitudon has a finite energy even at $q = 0$. Note that the phason involves a shift of the electronic charge with respect to the ionic background and therefore is associated with an optically excitable dipole moment, while the amplitudon changes the polarizability and is detectable in Raman spectroscopy.

A static antiferromagnetic or CDW order is detrimental to superconductivity because it preempts the carrier reservoir available for the pairing mechanism sketched above. In the cuprates, for instance, doping is required to suppress the static antiferromagnetic order parameter, thus allowing the superconducting phase to evolve. Similarly, superconductivity and static CDW order are mutually exclusive, for instance, in $\text{La}_{1.9}\text{Sr}_{0.1}\text{CuO}_4$ [3]. Therefore, the unconventional mechanisms involving magnetic and charge order excitations require tuning into a fluctuating regime. This naturally explains the affinity of the superconducting phase transition to a quantum critical point. In addition, the static susceptibility is directly linked to the fluctuations of the order parameter $m$ via the fluctuation-dissipation theorem:

$$\chi (\omega = 0, T) = \frac{1}{k_B T} \left( \langle m^2 \rangle - \langle m \rangle^2 \right)$$ (1.6)

In other words, the presence of a fluctuating order parameter amplifies the response of the material to an external potential. A large $\chi_{\text{CDW}}$ leads to a strong coupling between electrons and the charge order excitations shown in Figure 3.
Fluctuating CDW order parameters have been detected, for example, in cuprates [3] and are also borne out by theoretical models of the iron based superconductors [5]. It is not entirely clear whether fluctuating charge order competes with superconductivity or favors it [3,6–11], but we will come back to this point further below. Direct evidence of fluctuating CDW order in Fe based superconductors is scarce and theoretical models are based on simplified model band structures. The problem stems in part from a fundamental difficulty of probing the relevant order parameters in superconductors. Angle-resolved photoemission spectroscopy (ARPES), scanning tunneling microscopy (STM) and scanning tunneling spectroscopy (STS) belong to the most powerful techniques applied to explore the nature of the order parameters competing in the parameter space of unconventional superconductivity. However, these techniques are very surface sensitive and therefore subject to some constraints. Surfaces may exhibit carrier densities different from the bulk, they can be geometrically and electronically reconstructed, and the order parameter prevalent in the bulk may deviate at the surface. Hence, it is not guaranteed that the results of surface sensitive methods mirror the actual state of affairs in the bulk. In the following, we choose a particular example to illustrate this point. We discuss how, on the one hand, the presence of the surface may interfere with probing the order parameter, while, on the other hand, may indirectly reveal important clues about the bulk order parameter. Furthermore, the surface is accessible to modifications on the atomic scale, thus opening alternative ways of obtaining information.

2. The 122 Iron Pnictides

2.1. The 122 Cleavage Surfaces

Recent investigations of the surface structure of 122 Fe pnictides sparked a controversy about the origin of the surface structures observed by STM and Low Energy Electron Diffraction (LEED). In order to appreciate the problem, it is useful to rehearse the structural details of the 122 compounds as illustrated in Figure 4. It shows the real space crystal structure, the surface structure for different surface ordered phases after cleavage and the surface Brillouin zone of a hypothetical (1 × 1) surface phase. Common structural elements are Fe planes sandwiched between As atoms and A-planes (A = Ca, Sr, Ba) separating the As-Fe-As sandwiches. The Fe atoms are tetrahedrally coordinated to the As atoms, and, in the undoped parent compounds, they exhibit row-to-row antiferromagnetism as indicated in Figure 4c.
The crystals cleave in the A-plane and different groups disagreed over whether the A atoms are evenly distributed over both sides yielding nonpolar surfaces or whether the A atoms remain essentially on one side of the cleavage plane yielding polar surfaces. STM studies showed, depending on the cleavage procedure, (1 $\times$ 2), c(2 $\times$ 2) or disordered surface structures. The ordered structures seemed to favor a half-monolayer coverage expected for nonpolar surfaces [12–15], but were alternatively also interpreted as being due to a structural reconstruction in the FeAs layer [16,17] or attributed to the local spin order [18]. The controversy is reviewed in [19]. It seems that the controversy settled more or less in favor of nonpolar surfaces with half-monolayer coverage [19–21].

![Diagram of crystal structures](image)

**Figure 4.** (a) crystal structure of the 122 Fe pnictides; red spheres: Fe, blue spheres: As, green spheres: Ca, Sr, or Ba; (b) (2 $\times$ 1) surface structure prevailing after cleavage at low temperature; black square: basal plane of the unit cell shown in (a), black dotted rectangle: (2 $\times$ 1) surface unit cell seen in LEED and STM. For clarity, it has been offset relative to the atom positions; (c) c(2 $\times$ 2) structure observed in LEED and STM after cleavage at room temperature; black dotted square: ($\sqrt{2} \times \sqrt{2}$)R45° primitive surface unit cell; orange square: conventional unit cell (defined with regard to a simple, square iron lattice) including one Fe atom; yellow square: actual two-Fe unit cell; and (d) unfolded and downfolded surface Brillouin zones (SBZ) resulting from the orange and yellow unit cells, respectively, shown in (c). Principal points of the unfolded SBZ are primed; blue circles: Hole Fermi surfaces around the $\Gamma$ point; dark red ellipses: electron Fermi surfaces; light red ellipses: downfolded electron Fermi surfaces. The spin density wave (SDW) vector $q$ connects the $\Gamma$ hole Fermi surface and the M electron Fermi surface (downfolded BZ).

2.2. The Order–Order Phase Transition

Accepting that the surface structure of the 122 compounds is caused by a half-monolayer coverage of A atoms, one faces another puzzle: Low-temperature cleavage results in a somewhat defective (2 $\times$ 1) order, while cleavage at room temperature yields a c(2 $\times$ 2) structure (note that the elementary
unit cell of the latter structure is $(\sqrt{2} \times \sqrt{2})R45^\circ$; see Figure 4). A temperature induced phase transition between two ordered adsorbate structures is a rare case, since it requires an entropy gain in the high-temperature phase. If the high-\(T\) phase is ordered as well, configurational entropy cannot significantly contribute (moreover, in the present case, the high-\(T\) phase seems to be better ordered than the low-\(T\) phase). Vibrational entropy can make a difference [22], but the local adsorption site of the A atoms is the same on the 122 cleavage surfaces in both the low-\(T\) and high-\(T\) phases, and therefore the change in vibrational entropy is expected to be marginal. The remaining possibility is an entropy contribution from the substrate. The latter alternative is supported by the notion that most \(T\)-induced order-order transitions on surfaces reported so far refer to hydrogen adsorption systems. H is notorious for inducing substrate reconstructions, and, in most cases, the order-order transition can be traced to the lifting of these substrate reconstructions in the high-\(T\) phase.

A similar type of substrate induced order-order transition in the adsorbate layer has been explored on the Pt(110) surface with a coverage of 0.5 monolayers (ML) of Br [20,23,24]. Pt exhibits a strong Kohn anomaly in its phonon dispersion, signaling a coupling of the phonons to electronic excitations with finite wave vector \(q\) at \(E_F\). On the strongly anisotropic (110) surface, this results in a tendency to develop a surface CDW [25]. Saddle-points in the surface electronic structure [26–28] at \(E_F\) favor a CDW phase by providing a large joint density of states. However, since the corresponding \(q\) vector is incommensurate, the CDW is not stable on the clean Pt(110) surface, at least not above 50 K. In the presence of 0.5 to 0.66 ML of Br, however, CDW fluctuations are observed. At a coverage of precisely 0.5 ML, the well ordered room temperature \(c(2 \times 2)\)-Br/Pt(110) structure shows a phase transition to a low-\(T\) \(2 \times 1\) structure at around 50 K [23,29]. Fluctuating \(2 \times 1\) domains can be imaged by STM in this case, since the fluctuations are rather sluggish at 50 K [29] (see Figure 5a). For slightly higher coverages, CDW fluctuations with a threefold periodicity emerge. At room temperature, these fluctuations can only be resolved in the presence of defects, which locally pin fluctuating domains (Figure 5b). On unperturbed terraces, the only sign of the fluctuations is the loss of atomic resolution, since the STM yields a time-averaged image. Figure 5c is an artist’s rendering of fluctuating CDW domains as detected in ultrafast pump-probe spectroscopy on La\(_{1.84}\)Sr\(_{0.16}\)CuO\(_4\) [3]. Of course, correlation lengths cannot be determined from an experiment in the time domain but are accessible in diffraction experiments (see e.g., [8]). The similarity with the structures imaged on the Br/Pt(110) surface is evident.

Figure 5b illustrates yet another aspect of fluctuating charge order: While defects cause a local phase pinning of CDW domains, in general, this does not result in a global charge ordering. Figure 5b shows a coverage of 0.55 ML of Br atoms on the Pt(110) surface. However, in the space between the pinned domains, only a \(1 \times 1\) contrast is visible. This is due to the fluctuation driven mobility of the Br atoms, which, in the time averaged STM image, visit every adsorption site with equal probability [25]. Analogously, one could envision that defect pinning of the charge fluctuations in superconductors does not necessarily lead to a global static charge ordering. For random defect distribution, one should expect a cross-over from an inherent temperature dependent CDW correlation length at low defect density to an extrinsic correlation length \(\propto \frac{1}{\lambda}\), where \(\lambda\) is the average distance between defects.

The interaction of the adsorbate with the fluctuating CDW in the substrate can be rationalized in a simple one-dimensional model. The model contains a Landau expansion of the free energy in terms of the order parameter \(m\) to describe the substrate CDW order, an Ising type modeling of interadsorbate repulsion with interaction parameter, \(J\), and a coupling term with coupling strength, \(g\) (<0), capturing the modulation of the adsorbate-substrate bond strength by the CDW:

\[
F = \sum_i J s_i s_{i+1} + \sum_i g m (s_i + s_{i+1}) + \alpha (T) m^2 + \lambda m^4
\]  

(2.1)

here, \(s_i\) is the occupation number of site \(i\) \((\pm \frac{1}{2}\) for occupied and unoccupied sites, respectively), and \(\alpha (T)\) is the usual \(T\)-dependent Landau coefficient changing sign at the critical temperature. The model is illustrated in Figure 6 and discussed in more detail in [23]. Basically, in the high-\(T\) phase, the CDW
order parameter is zero and the adsorbate structure is determined by the interadsorbate repulsion. For half-monolayer coverage, this results in a c(2 × 2) structure. In the low-T phase, $m \neq 0$, and, therefore, the coupling term lowers the energy, if neighboring sites are occupied, as is the case in the (2 × 1) but not in the c(2 × 2) structure. For sufficiently strong coupling, this energy gain surpasses the interadsorbate repulsion, and the surface adopts a (2 × 1) structure. Note that the coupling term plays the role of an external field in the Landau expansion of the free energy, so it assists in driving the order parameter to a finite value $m > 0$. In other words, the adsorbate elicits the CDW order in a kind of bootstrap mechanism.

Figure 5. (a) STM image of fluctuating (2 × 1) domains in a c(2 × 2) adsorbate structure (0.5 ML Br/Pt(110)) recorded at $T = 50$ K [29]. Imaging of the time-dependent domains is possible, since the fluctuations are slow at 50 K; (b) STM image of (3 × 1) domains (0.55 ML Br/Pt(110)) recorded at room temperature [25]. Here, imaging of the domains is possible, because they are pinned at defects. At some distance from the defects, a (1 × 1) contrast is obtained indicating equal occupation probability for every adsorption site in a fluctuating adsorbate layer; and (c) an artist’s rendering of fluctuating CDW domains in cuprate superconductors (redrawn after [3]).

Figure 6. Interactions in the adsorbate layer according to Equation (2.1), shown here for the Br/Pt(110) system. The substrate contribution to the free energy $a (T) m^2 + \lambda m^4$ is not included in the Figure. Interactions in the y-direction are not explicitly taken into account, since they are the same in (2 × 1) order shown in the left part and the c(2 × 2) order shown in the right part. Note that the coupling constant, $g$, is negative, so that, for sufficiently strong coupling, (2 × 1) wins over c(2 × 2) order, provided $m \neq 0$. 
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Obviously, such a model could explain the $T$-dependence of surface phases also in the 122 Fe superconductors. In fact, the surface topology in the coexistence range of $c(2 \times 2)$ and $(2 \times 1)$ is strikingly similar for Br/Pt(110) and AFe$_2$As$_2$ (see Figure 3 in [20]). In contrast to Br on the Pt(110) surface, however, the mobility of the A atoms on the cleavage surfaces seems to be low. Therefore, the pattern is determined during the cleavage process. At low temperature, the $(2 \times 1)$ order is preferred. Upon heating, the CDW melts and allows the adatoms to switch to the $(2 \times 2)$ order. However, the transition is irreversible, since cooling again to the critical temperature suppresses the mobility of the adatoms. Thus, the low-$T$ structure seems to be metastable [19], but it is actually the groundstate at low $T$. It cannot be reached from the high-$T$ phase due to kinetic hindrance and can only be accessed directly in the cleavage process.

Furthermore, it is to be stressed that the situation in the AFe$_2$As$_2$ bulk is different: here, the Fe$_2$As$_2$ layers are separated by complete monolayers of A atoms, hence the bootstrap mechanism Equation (2.1) cannot operate. Consequently, CDW fluctuations prevail and no static CDW order is established.

### 2.3. The Fermi Topology of 122 Fe Pnictides

The parallels drawn above between Br/Pt(110) and AFe$_2$As$_2$ are alluring, but the postulated CDW wave vector does not match the Fermi surface (FS) topology assumed in the simplified band structure models for AFe$_2$As$_2$. The fluctuating CDW is not in the direction of the SDW, instead it is offset by 45° (see Figure 4), as pointed out by us previously [20]. A commensurate CDW which doubles the periodicity yielding a $(2 \times 1)$ unit cell would correspond to a $(0, \pi)$ or $(\pi, 0)$ wave vector with respect to the downfolded SBZ. Since the CDW order parameter fluctuates, the wave vector is apparently (slightly) incommensurate, but in any case is rotated by 45° with respect to the $(\pi, \pi)$ SDW wave vector.

The apparent discrepancy with the FS topology, however, may be an artifact of the simplified model band structure. Recent ARPES data hint towards a more complicated FS topology [30–37], at least at the M point of the downfolded SBZ. The related ARPES structures appear with different names in literature, such as propeller structures [32,36] or droplet FS [34]. The origin of these structures is subject to controversial interpretations. Originally, there appeared to be consensus that the complex FS topology results from $(\pi, \pi)$ electronic ordering [33,37]. More recently, alternative explanations have been brought forward for the appearance of flat bands at $E_F$ that are not predicted in DFT calculations. They are based on the observation of Lifshitz transitions [32,38] as a function of doping and involve orbital dependent renormalization, Hund’s rule coupling and other strong correlation effects. Regardless of the origin, $(\pi, \pi)$ backfolding or correlation effects, the ARPES data imply a proximity of the Fermi energy to singular points (van Hove singularities, saddle points, etc.) in the band structure.

$(\pi, \pi)$ backfolding will of course affect the Γ and M points on equal footing. Kondo et al. [33] found a pronounced incommensurate FS nesting at the central hole pocket for BaFe$_2$As$_2$ and CaFe$_2$As$_2$ not expected on the basis of DFT calculations. Consistent with the considerations above, they attributed this deformation of the Γ point FS to a $(\pi, \pi)$ backfolding from the M point. The extended FS nesting with nesting vectors $(0.15\pi, 0.15\pi)$ and $(0.3\pi, 0.3\pi)$ was proposed to be a precursor for CDW correlations. According to this proposal, however, the incipient charge order would have a different wavelength but the same direction as the AF modulation.

Whatever the origin of the flat bands at $E_F$ might be, there are regions of strongly enhanced DOS close to $E_F$, particularly in the vicinity of the electron pockets at the M points. Scattering between these hot spots (“interpocket scattering”) can cause electronic instabilities by themselves, e.g., induce CDW fluctuations. Figure 7 shows schematically an incommensurate $q$-vector in $(0, \pi)$ direction connecting areas of high DOS at $E_F$. Note that extended FS nesting is not a unique prerequisite for CDW order to appear [26,39,40]. A more rigorous approach is the calculation of the susceptibility $\chi(q)$ [39–41]. This, of course, is anything but trivial in view of the differences mentioned above between the DFT band structure and the ARPES results.
Additional evidence for the importance of this interpocket scattering in the \((0, \pi)\) direction stems from recent ARUPS and STM results on K doped (i.e., electron doped) FeSe superconducting films. They have revealed the existence of two superconducting domes in the \(T_c\) versus doping phase diagram [42,43]. This suggests two different pairing mechanisms to be at work. For low electron doping, the spin fluctuation mechanism mediating \(s_\pm\) pairing seems plausible, but at higher doping, the hole pocket at \(\Gamma\) disappears together with the superconductivity. Upon even further doping, a second superconducting dome appears and scattering between the M point electron pockets apparently plays an essential role in the related pairing mechanism.

Summarizing, the \((2 \times 1)\) order revealed on the surface of the 122 compounds after low-temperature cleavage is interpreted here as originating from charge order trapped by the half-monolayer of \(A\) atoms at the cleavage plane. In the bulk, the charge order is slightly incommensurate and fluctuates. Most significantly, the direction of the charge order wave vector is axial with respect to the downfolded SBZ, while the spin order is diagonal. For other Fe based superconductors, the preferred periodicity may be different, but the appearance of strong scattering in the \((0, \pi)\) direction from M to M and its relation to the pairing mechanism is apparently a rather general phenomenon.

3. Charge Order in Cuprates and Other Unconventional Superconductors

Recent experiments in cuprates have revealed ample evidence for incommensurate charge modulations with wavevectors oriented along the crystalline axes, i.e., at 45° off the SDW vector as well [8,44–54]. A theoretical investigation examining a multiorbital model of cuprates finds support for such an axial charge order [46] in contrast to previous calculations, which reported wave vectors along the Brillouin zone diagonal. According to this study, the ordering of the local moments leads to a Fermi surface reconstruction, which, in turn, gives rise to charge order in \((0, \pi)\) resp. \((\pi, 0)\) direction. As an alternative to unidirectional CDW domains, checkerboard charge ordering has been proposed in some cases, but at least for YBCO [49,55,56], superposition of two unidirectionally charge ordered domains seems to reflect the true structure.

This is a striking parallel to the present scenario proposed for the Fe based superconductors. Already Castellani et al. [6] discussed for the cuprates an association of the superconducting dome with the quantum critical point of an incommensurate charge density wave. More specifically, Wang and Chubukov [57] recently investigated the interplay between superconductivity and axial CDW order in the cuprates. They propose a phase diagram with two separate superconducting domes, one above the quantum critical point of the antiferromagnetic order with superconductivity mediated by spin fluctuations and one above the quantum critical point of the charge order with superconductivity mediated by the CDW fluctuations. Whether the two superconducting domes actually appear separated by an intervening phase in the phase diagram depends, of course, on the position of

**Figure 7.** The flowerlike Fermi surfaces at M enclose regions of enhanced DOS close to \(E_F\). Scattering between those “hot spots” may induce an (incommensurate, fluctuating) CDW order.
the two quantum critical points. In any case, the similarity with the phase diagram revealed by the electron doping experiments via K evaporation onto FeSe films is striking.

Further evidence for a critical role of charge density fluctuations stems from a study of structurally related Pt based superconductors. Soshi and Motoharu [58] suggest that superconductivity in SrPt$_2$As$_2$ is enhanced, not suppressed, by the presence of charge ordering. A previous study of 2H-NbSe$_2$ by Kiss et al. [59] also demonstrated that charge order can boost superconductivity, rather than competing with it. Finally, one should note that fluctuating charge order close to a quantum critical point is also observed in organic superconductors [60]. Thus, a universal mechanism involving charge order fluctuations seems to be at work in several classes of unconventional superconductors. For the cuprates and Fe based superconductors in particular, fluctuating charge order in (0, $\pi$) and ($\pi$,0) direction—as opposed to spin fluctuations in the ($\pi$, $\pi$) direction—seem to offer an alternative pair bonding mechanism via exchange of charge order excitations.

4. Experimental Considerations

As mentioned above, the use of surface sensitive techniques imposes certain restrictions on the extraction of bulk information. For instance, in the case of the 122 iron arsenide superconductors, the details of the cleavage process fix different boundary conditions for the CDW fluctuations. If carried out at low temperature, a (2 $\times$ 1) order is created by trapping (at least locally) a static CDW order. At room temperature, cleavage results in a c(2 $\times$ 2) or a disordered surface, which suppresses charge order. Figure 5 illustrates how even single defects pin otherwise fluctuating CDW domains. Given a higher random defect density, the domains would destructively interfere and thus disappear entirely.

However, surface sensitive measurements also provide a unique opportunity: the surface can be manipulated with atomic precision. This has been demonstrated recently by the success of electron doping via K adsorption on FeSe films [42,43,61]. A similar strategy could be used to switch on and off the CDW fluctuations in the surface region of the 122 Fe compounds. The static (2 $\times$ 1) CDW order pinned after low-$T$ cleavage by the adsorbate can be destroyed by further evaporation of A atoms onto the surface. As the coverage approaches a full monolayer, similar conditions as in the bulk are attained, disorder is removed, and, therefore, the charge density fluctuations should be restored. While adsorption of additional A atoms changes the surface dipole and may therefore influence the charge density in the topmost layers, variation of the bulk doping level should offer an independent handle to control this effect. A study along this lines should provide some additional insight into the interplay between charge order and superconductivity in 122 Fe based superconductors.

As for the search for other materials exhibiting unconventional superconductivity, the present considerations suggest examining materials close to a quantum critical point, where charge order disappears, either as a consequence of doping, “chemical pressure” or increased coupling between two-dimensional layers. It is apparently not clear yet whether fluctuating charge order alone or only in cooperation with fluctuating spin order can cause superconductivity. On the other hand, the recent finding of two separated superconducting domes hints towards the former possibility. On the other hand, the complex FS topology of the Fe based superconductors that enables the intense interpocket scattering is likely caused by ($\pi$, $\pi$) backfolding, and, in that case, would not exist without spin order. Naturally, charge ordered phases are more likely to occur in low-dimensional materials. It would be interesting to study other layered materials with charge order and tune them close to the quantum critical point. Finally, in the compounds discussed so far, charge ordering can occur in two equivalent directions. The investigation of anisotropic materials, where only one domain orientation is possible for the fluctuating charge order, should provide additional insights.

5. Conclusions

Spin fluctuations are manifest in a vast majority of high-$T_c$ superconductors. In contrast, the presence and the precise nature of fluctuating charge order is much more disputed. This may in part be due to the fact that surface sensitive methods tend to miss fluctuating charge order, since it is
suppressed by defects or frozen into static domains by the coupling to surface atoms. The latter effect, however, can also be used to infer the presence of charge order fluctuations in the bulk, as demonstrated here on the example of the AFe$_2$As$_2$ compounds. The resulting pattern of CDW fluctuations, with wave vector in most cases being different from the spin ordering, seems to universally apply for iron-based as well as Cuprate superconductors. Together with recent phase diagrams reported for electron doped FeSe and for cuprates, it appears that superconductivity can arise close to a quantum critical point for charge ordering, perhaps even independently of the quantum critical point for spin order. This challenges the widespread view of charge order being detrimental to superconductivity. Instead, bosonic charge order excitations may offer an alternative mechanism for electron pairing.
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