On Elastic Symmetry Identification for Polycrystalline Materials
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Abstract: The products made by the forming of polycrystalline metals and alloys, which are in high demand in modern industries, have pronounced inhomogeneous distribution of grain orientations. The presence of specific orientation modes in such materials, i.e., crystallographic texture, is responsible for anisotropy of their physical and mechanical properties, e.g., elasticity. A type of anisotropy is usually unknown a priori, and possible ways of its determination is of considerable interest both from theoretical and practical viewpoints. In this work, emphasis is placed on the identification of elasticity classes of polycrystalline materials. By the newly introduced concept of “elasticity class” the union of congruent tensor subspaces of a special form is understood. In particular, it makes it possible to consider the so-called symmetry classification, which is widely spread in solid mechanics. The problem of identification of linear elasticity class for anisotropic material with elastic moduli given in an arbitrary orthonormal basis is formulated. To solve this problem, a general procedure based on constructing the hierarchy of approximations of elasticity tensor in different classes is formulated. This approach is then applied to analyze changes in the elastic symmetry of a representative volume element of polycrystalline copper during numerical experiments on severe plastic deformation. The microstructure evolution is described using a two-level crystal elasto-visco-plasticity model. The well-defined structures, which are indicative of the existence of essentially inhomogeneous distribution of crystallite orientations, were obtained in each experiment. However, the texture obtained in the quasi-axial upsetting experiment demonstrates the absence of significant macroscopic elastic anisotropy. Using the identification framework, it has been shown that the elasticity tensor corresponding to the resultant microstructure proves to be almost isotropic.
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1. Introduction

The most important and promising trends in the development of modern material science are related to designing functionally graded materials for production of elements and structures with improved operating characteristics. It is well known that physical and mechanical properties of materials depend on their microstructures. Therefore, the control of their formation during different technological processes makes it possible to obtain desired macroscopic properties. Such problems are usually solved in two stages: first, an optimal microstructure is determined to fit each specific case, and then the process regimes are devised to create conditions for its formation. With this approach, the identification of parameters, which will provide the most adequate description of the developed material microstructure, is the matter of particular importance.

Numerous theoretical and experimental studies show that macroscopic properties of polycrystals significantly depend both on the physico-mechanical characteristics of the crystallites, and on their
dimensions, forms and orientations. An essential change in the topological and stereological parameters of microstructure can be achieved with the use of thermomechanical treatment methods, which are related to severe plastic deformation. Control of the fragmentation mechanisms and rotational modes of inelastic deformation offers considerable scope for producing metals and alloys with a grain structure exhibiting the best properties for the preset operating conditions.

Different issues related to the problems of designing functionally graded materials are discussed, e.g., in [1–14]. General methodology of designing such materials based on multi-level modeling [15–19] is described in detail in [8].

In [2], the problem of minimization of the length of a flexible beam at a given deflection of its end is considered. The structure is supposed to operate in the elastic range under the constraint of the minimal value of the restoring force. An approach used by the authors involves an expansion of microstructure parameters including a crystallite orientation distribution function (ODF) into a Fourier series with respect to the generalized spherical harmonics [20]. The formulation of the optimization problem is developed in terms of the Fourier series coefficients. In [21,22], the same technique is used to maximize the load-carrying capacity of a plate with a circular hole, which does not produce inelastic deformation. Here, an optimal distribution of crystallite orientation is determined within the class of orthorhombic crystallographic textures. Estimates of the effective elastic moduli and yield strength for a polycrystalline aggregate with such symmetry properties are presented in [10].

An alternative way to represent ODF in a reduced form is considered in [1,4,5,11–14,23]. To control the texture-dependent parameters, a finite element representation of the ODF conservation equation [3,24] within a fundamental region of the Rodrigues space [24–26] is used. The inelastic strain evolution until desired properties are formed is determined by the gradient descent method. To accelerate the optimization procedure, the authors propose an approach that is based on the data-mining techniques applied to a specially organized database of microstructures [11,12,14,23].

Optimization of technological processing of the aluminum alloy sheet, using a direct multi-scale modeling method is described in [7,9]. In these studies, the numerical simulation is based on the finite element discretization of a computational domain on the macro- and meso-levels. Texture control is realized by correlating the grain orientation to the integration points of the mesoscopic representative volume element (RVE).

A characteristic feature of polycrystalline products obtained by plastic forming is a rather high inhomogeneity of the orientation distribution. By virtue of the fact that physical and mechanical characteristics of crystallites are anisotropic, such inhomogeneity provides, as well, anisotropy on the macro-level. Furthermore, the isotropy group [27] of such materials is usually not known a priori. The identification of the group elements, or in a more broad sense, determination of conformity of physico-mechanical properties with the known forms of anisotropy plays an important role in material design, thermomechanical treatment, strength analysis and subsequent exploitation of produced structural components and constructions. Knowledge of anisotropy type of a particular material allows one to simplify its constitutive equations, which are used for numerical implementation of the models describing different technological processes, and also to reduce the number of macro-experiments, which should be performed to identify its parameters. Moreover, there is a special interest in studying the relations between the microstructure and symmetry properties of the macroscopic RVE.

In this work, the emphasis is placed on the identification of the elasticity class, to which a Hookean solid belongs. One should note that the majority of papers on this topic focuses on the so-called symmetry identification problem, which is related to a search for orthogonal transformations, to which the elasticity tensor of the material under investigation is invariant.

A criterion of the existence of a symmetry plane for the elasticity tensor was obtained in [28]. The authors provide a theorem, according to which a material can be assigned to one of the six classes, depending on the number of such planes and their mutual orientations.

Another possible way to solve the identification problem is to examine a full system of algebraic invariants [29] of the elasticity tensors, which uniquely determine the material properties [30,31].
Such type of system, which has clear mechanical meaning but is not polynomial [32], is proposed in [31]. As mentioned in [31,33], for physical and mechanical problems the requirement that the invariants must be polynomial is not essential.

One can distinguish a group of techniques, which are based on the separation of an additive part of the elasticity tensor (e.g., by way projecting), possessing one or another type of symmetry [34–37]. In this case, the identification problem is reduced to determination of the symmetric part, which is the closest in some metric to a given tensor, as e.g., in [38–45]. Note that depending on the choice of the metric, the separated parts may have special properties.

It should be emphasized that the application of the above identification procedures implies knowledge of all elastic components of the examined material within some basis. Such information may be obtained, e.g., from the experiments [46–48] or by means of physically justified multi-level modeling. An approach that does not require preliminary determination of elastic constants is considered in [49–53]. In the cited works, a series of mechanical macro-experiments is proposed to identify the type of anisotropy of a Hookean solid.

The purpose of this study is to investigate changes in the elastic symmetry of polycrystals during inelastic deformation. To this end, the results of the numerical experiments obtained in the framework of the multi-level crystal elasto-visco-plasticity model described in [54] for a polycrystalline copper RVE are analyzed. The experimental program includes simple shear, quasi-axial tension and upsetting tests. To solve the symmetry identification problem, a “projection” approach [44] is used.

This paper is organized as follows. In Section 2, the notation and definitions used in the paper are refined. Section 3 is devoted to formal classification of elastic materials and general approach to identification of classes, which is based on a special approximation of the elasticity tensors. In Section 4, the application of the proposed identification procedure for investigation of elastic properties of polycrystalline RVEs is considered. In Section 5, the results of the analysis of changes in elastic symmetry of polycrystalline copper revealed by the numerical experiments on inelastic deformation are presented. The paper ends with a discussion, where particular attention is paid to some problems related to determination of crystallographic textures characterized by a desired macroscopic symmetry of elastic properties, and a conclusion.

2. Preliminaries

In what follows, the notations and definitions formulated in this section will be used.

Let $\mathbb{E}^3$ be a three-dimensional Euclidean space over the real field, $\mathbb{R}$ (it is specified as $\mathbb{E}^3(\mathbb{C})$ in the case of the complex field, $\mathbb{C}$); $\mathbb{E}'^3(\mathbb{E}^3(\mathbb{C}))$ is the space of the $\mathbb{r}$-rank tensors over $\mathbb{E}^3(\mathbb{C})$; $\mathbb{O}\subset\mathbb{E}^3(\mathbb{C}^+\subset\mathbb{E}^3(\mathbb{C})$ is the orthogonal (proper orthogonal) group of transformations of $\mathbb{E}^3$. $\mathbb{R}^\mathbb{a}_i\in\mathbb{O}^+$ signifies the tensor of rotation about the axis $a\in\mathbb{E}^3$ by the angle $\varphi\in\mathbb{R}$. Let $\{\mathbf{e}_i\}\subset\mathbb{E}^3$ be an arbitrary vector basis and $\{\mathbf{e}'_j\}\subset\mathbb{E}^3$ be its conjugate, such that $\mathbf{e}_i\cdot\mathbf{e}'_j=\delta_{ij}'$, where $\delta_{ij}'=\begin{cases}1, & i=j \\ 0, & i\neq j\end{cases}$ is the Kronecker symbol.

For brevity, the tensor product of $\mathbf{T}\in\mathbb{E}'^3$ and $\mathbf{S}\in\mathbb{E}^3_+\mathbb{E}^3_+$ is written below as $\mathbf{T}\mathbf{S}$, i.e., by omitting a sign of the operation.

Let the dot product, $\cdot$, of $\mathbf{T}\in\mathbb{E}'_3$ and $\mathbf{S}\in\mathbb{E}^3_+$ be defined by the formula (hereinafter the summation convention for repeated indexes, which are not in parentheses, is adopted):

$$T\cdot S = T_{ij}^i\cdot\mathbf{e}_i\ldots\cdot\mathbf{e}_j = T_{ij}^k\cdot\mathbf{e}_k\ldots\cdot\mathbf{e}_j = T_{ij}^k\cdot S_{ji}^{k}\cdot\mathbf{e}_k\ldots\cdot\mathbf{e}_j = T_{ij}^k\cdot S_{ji}^{k}\cdot\mathbf{e}_k\ldots\cdot\mathbf{e}_j.$$  \hspace{1cm} (1)

The following definition for the double dot product, $\cdot\cdot$, of $\mathbf{T}\in\mathbb{E}'_3$ and $\mathbf{S}\in\mathbb{E}^3_+$ is being used:
With respect to this product, \( E^4_3 (C) \) is a unital non-commutative algebra \([55]\) with the second isotropic tensor, \( C_{ii} = e_i e_i e_i \) \([56]\), taken as the unit element, i.e., \( C_{ii} : T = T : C_{ii} = T \) holds for any \( T \in E^4_3 (C) \). In such algebra, the Eigen-value problem for \( T \in E^4_3 (C) \) is stated as follows.

\[
\text{Find the values of } T \in C \text{ such that the equation (either of the two equations)}: \\
T : \tau = T \tau \quad (\tau : T = T \tau) 
\]

(3)

with respect to \( \tau \in E^3_2 (C) \) has non-trivial solutions.

In the following, \( T \in C \) and \( \tau \in E^3_2 (C) \) defined by (3) are termed the Eigen-values and the right (left) Eigen-elements of \( T \in E^4_3 (C) \), respectively. In total, such tensor has nine Eigen-values \( T_e \in C \) (multiple values are counted).

By definition \([57]\), \( T \in E^4_3 \) has the major symmetry if the requirement, \( T_{ijkl} = T_{jikl} \), is satisfied for any basis. Similarly, the minor symmetries take place when the equalities, \( T_{ijkl} = T_{ijlk} \) and \( T_{ijkl} = T_{jilk} \), hold. Note that if a tensor possesses both the major and minor symmetries, it generally has 21 independent components.

It can be shown that all Eigen-values of a major-symmetric \( T \in E^4_3 \) are real. Such tensor can be written as (spectral decomposition):

\[
T = \sum_{n=1}^{9} T_n \tau_n \tau_n, 
\]

(4)

where \( T_e \in R \) and \( \tau_n \in E^3_2 \) are the Eigen-values and normalized (i.e., \( \tau_n : \tau_n = \delta_{nn} \)) Eigen-elements of \( T \), respectively. It should be emphasized that a tensor possessing both the major and minor-symmetries always has a zero Eigen-value of multiplicity 3, the Eigen-subspace of which involves all antisymmetric 2-rank tensors.

It is convenient to introduce the Rayleigh product, \( \langle \star \rangle \), \([58]\) of \( T \in E^4_3 \) and \( S \in E^3_2 \), which is defined as:

\[
S \star T = T^{h \leftarrow i} S \cdot e_i \ldots S \cdot e_i = S^{h \leftarrow i}_i \ldots S^{h \leftarrow i}_i T^{h \leftarrow i} e_i \ldots e_i . 
\]

(5)

The above product has such a property that \( S_{2 \star} (S_{1 \star} T) = (S_{1 \star} S_{2 \star}) \star T \) for all \( T \in E^4_3 \) and \( S_1, S_2 \in E^3_2 \). Let \( G(T) = \{ O \in O \mid O \star T = T \} \) signify the symmetry group of \( T \in E^4_3 \).

Finally, the definition of the total scalar product, \( \langle \circ \rangle \), of \( T \in E^4_3 \) and \( S \in E^3_2 \) is given by the formula:

\[
T \circ S = T^{h \leftarrow i} e_i \ldots e_i \circ S^{h \leftarrow i} e_i \ldots e_i = \\
= T^{h \leftarrow i} S^{h \leftarrow i} (e_i \cdot e_i) \ldots (e_i \cdot e_i) = T^{h \leftarrow i} S_{h \leftarrow i} . 
\]

(6)

It should be remembered that this operation gives rise to the Frobenius norm \([59]\), \( \| T \|_{E^4_3} : \)

\[
\| T \|_{E^4_3} = \sqrt{T \circ T} = \sqrt{T^{h \leftarrow i} S_{h \leftarrow i}} . 
\]

(7)
and allows the space, $E^4_4$, to be treated as a Hilbert space. Moreover, for the further treatment it will be interesting to consider the so-called operator norm, $\|T\|$, defined on the space $E^4_3$:

$$\|T\| = \sup_{\|\tau\|\leq 1} \frac{\|T: \tau\|_{E^4_3}}{\|\tau\|_{E^4_3}},$$

where $0 \in E^4_3$ is the null tensor. This norm treats $T \in E^4_3$ as a linear operator, $T: E^4_2 \to E^4_3$, obeying the rule $T[\tau] = T: \tau$. Let the kernel and the image of such operator be denoted as $\ker T = \{\tau \in E^4_2 \mid T: \tau = 0\}$ and $\text{im} T = \{T: \tau \mid \tau \in E^4_2\}$, respectively.

Given any $T \in E^4_3$, it is possible to decompose $E^4_3$ into the direct sum: $E^4_3 = \ker T \oplus E^4_2$, where $E^4_2 \subset E^4_3$ is the subspace uniquely determined by $\ker T$. The operator, $T'[\tau] : E^4_2 \to \text{im} T$, governed by $T'[\tau] = T: \tau$ satisfies the conditions, $\ker T' = \{0\}$ and $\text{im} T' = \text{im} T$, and hence [60] is invertible. The tensor, $T^{-1} \in E^4_3$, associated with the inverse operator, $T^{-1}[\tau] : \text{im} T \to E^4_2$, (so that $T^{-1}[\tau] = T^{-1}: \tau$) will be called the generalized inverse of $T$. Such tensor has the property that $T^{-1} : \tau = T : T^{-1} : \tau = \tau$ holds for all $\tau \in E^4_2$. Also, if $T$ is of the form (4), then $T^{-1}$ can be represented as follows:

$$T^{-1} = \sum_{n \in [E^3_1]} \sum_{n \in [E^3_2]} T_{n,n}^{-1} \tau_n \tau_n.$$  

(9)

In the case of a trivial kernel, the generalized reversibility of a tensor is equivalent to the algebraic one.

3. Elasticity Class Identification

Suppose that the examining material is simple and its elastic deformation is governed by the generalized Hooke’s law [61]:

$$\sigma = \Pi : \varepsilon,$$

(10)

where $\sigma \in E^4_3$ is the Cauchy’s stress tensor, $\varepsilon \in E^4_2$ is the small strain tensor, $\Pi \in E^4_3$ is the elasticity tensor. It should be noted that, in the general case, in the capacity of such equation, an arbitrary, physically linear constitutive equation could be used, including the one that relates the velocity measures of stresses and strains.

For a Green elastic material [62], the existence of a potential implies that its elasticity tensor has a major symmetry. Recall that in the framework of the classical elasticity theory, which operates with the symmetric measures of stresses and strains, there should also be minor symmetries, so that in the general case $\Pi$ has 21 independent components.

It seems reasonable to describe the classification of materials based on their elasticity tensors in greater detail. First, define the congruence relation, $\sim$, between two linear subspaces, $T, S \subset E^4_3$, in such a way that $T \sim S$ holds if and only if there exists a tensor $O \in O$ such that $T = O \ast S$. As it is readily seen, this is an equivalence relation, so that it can be used to form the quotient set, $\text{Lat} E^4_3 / \sim$, from the set, $\text{Lat} E^4_3$, of all subspaces of $E^4_3$. The elements of $\text{Lat} E^4_3 / \sim$ are the classes of congruent subspaces. It seems reasonable to associate any $T \in E^4_3$ with $\mathcal{R} \in \text{Lat} E^4_3 / \sim$, if $\mathcal{R}$ contains a subspace, to which $T$ belongs. In this regard, a union of all congruent subspaces contained in the element $\mathcal{R} \in \text{Lat} E^4_3 / \sim$ is considered to mean the class of 4-rank tensors, $K = \bigcup \mathcal{R}$, or, in the related context, the elasticity class. Given some representative subspace, $K \in \mathcal{R}$, the following definition can be written: $\mathcal{R} = \{O \ast K \mid O \in O\}$. Thus, any class is uniquely specified by some subspace in $E^4_3$. One
should also note that although each of these subspaces belongs to exactly one element of $\mathbb{E}_3^4/\sim$, their tensors might belong to several classes simultaneously.

Let $\mathcal{K}^{(i)}$ be a class of elastic tensors with $\mathcal{K}^{(i)} \subset \mathbb{E}_3^4$ as a representative subspace. Here and below, this upper symbolic index, $s$, will be used to specify the considered class in the framework of the accepted classification. By definition, any $\Pi^{(i)} \in \mathcal{K}^{(i)}$ has the following form:

$$\Pi^{(i)} = \Pi_a \cdot O \ast K_a^{(i)}, \quad (11)$$

where $\Pi_a \in \mathbb{R}$ are arbitrary independent constants ($\alpha = 1, \dim \mathcal{K}^{(i)}$), $O \in \mathbb{O}$ is some orthogonal tensor, and $K_a^{(i)} \in \mathcal{K}^{(i)}$ are the prescribed linearly independent tensors. It is readily seen that each class is uniquely given by its own set of the base tensors, $\{K_a^{(i)}\}$. Suppose that these tensors are determined in terms of the orthogonal, normalized basis, $\{1\}$, of the laboratory coordinate system (LCS). Then, as it follows from the structural Formula (11), in the basis, $\{k\}$, $k = O \cdot 1$, the multidimensional matrix of $\Pi^{(i)}$ will have the known structure, which is characteristic of $\mathcal{K}^{(i)}$. Bearing this in mind, this basis will be termed canonical.

In continuum mechanics, the classification, which is based on the concept [27] of isotropy group with respect to an undistorted configuration, has received wide acceptance. As demonstrated, e.g., in [63,64], the elasticity tensor can be assigned to one of the eight symmetry classes according to its invariance with respect to transformations of the orthogonal coordinate system. These classes consist of tensors with congruent (orthogonally conjugate) symmetry groups. The structure of such class allows its representation as the union, $\mathcal{K} = \bigcup \mathcal{K}^{(i)} \ast O \ast K \ast O \ast \mathbb{O}$, where $\mathcal{K} \subset \mathbb{E}_3^4$ is the subspace of tensors invariant with respect to a given subgroup of orthogonal transformations (which, accurate to an orthogonal transformation, is the symmetry group of tensors from this class). Depending on cardinality of these groups and directions of the inclusion between them, the symmetry classes can be hierarchically schematized as shown in Figure 1.

In this paper, particular attention is paid to the cases of isotropy, transverse isotropy, cubic symmetry and orthotropy. The structure of tensors, which can be taken as the basis ones for the above-mentioned classes of symmetry, is shown in Table 1 (indexes of non-zero components and their corresponding values in the canonical basis are given). The parameters $\Pi_a$, of decomposition (11) with respect to these tensors are, in essence, the non-zero independent components of $\Pi^{(i)}$ in the so-called principal axes of anisotropy [53], i.e., in the basis, for which the number of such components is minimal. Note that for isotropic and transversely isotropic classes the systems of the tensors given in the table are not biorthogonal.

![Figure 1](image_url)

**Figure 1.** Symmetry classes of elasticity tensors. Numbers of independent components and cardinalities of the symmetry groups are specified in the parentheses (c for continuum). The arrows indicate the directions of inclusion between the corresponding groups [63].
Table 1. The structure of base tensors for some symmetry classes.

<table>
<thead>
<tr>
<th>Symmetry Class (ς)</th>
<th>Elastic Modulus Index (α)</th>
<th>Non-Zero Components of $K^{[ς]}_{\alpha}$ in Canonical Basis</th>
<th>Indexes</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Isotropic</td>
<td>1122</td>
<td>1111, 1122, 1133, 2211, 2222, 2233, 3311, 3322, 3333</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1212</td>
<td>1212, 1221, 1313, 1331, 2112, 2121, 2323, 3131, 3122, 3232</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1111, 2222, 3333</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Transversely Isotropic</td>
<td>1111</td>
<td>1212, 1221, 2112, 2121</td>
<td>0.5</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1111, 2221</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1133, 2323, 3311, 3322</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>2323, 1212, 1313, 1331, 2112, 2121, 3113, 3131</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>3333</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Cubic</td>
<td>1111</td>
<td>1111, 2222, 3333</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1122</td>
<td>1112, 1133, 2211, 2233, 3311, 3322</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1212</td>
<td>1212, 1221, 1313, 1331, 2112, 2121, 2323, 3232</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>3333</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Orthotropic</td>
<td>1111</td>
<td>1111</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1122</td>
<td>1122, 2211</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1133</td>
<td>1133, 3311</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1212</td>
<td>1212, 1221, 2112, 2121</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1313</td>
<td>1313, 1331, 3113, 3131</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2222</td>
<td>2222</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2233</td>
<td>2233, 3322</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2323</td>
<td>2323, 3232, 3223, 3322</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3333</td>
<td>3333</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

Generally speaking, the classification structural formula (11) can be constructed based on the arbitrary additive decomposition of an elasticity tensor, which, in the general case, bears no relation to the elasticity symmetry groups. In particular, it is possible to use the spectral decomposition (4) (the major symmetry of $\Pi$ is taken into account):

$$\Pi = \sum_{\pi_{ς}} \Pi_{ς} \pi_{ς} \pi_{ς},$$  

(12)

where $\Pi_{ς} \in \mathbb{R}$ and $\pi_{ς} \in \mathbb{E}^2$ are the Eigen-values and the corresponding normalized (i.e., $\pi_{ς} : \pi_{ς} = \delta_{ςς}$) Eigen-elements of $\Pi$, respectively. It is evident that by grouping the Eigen-projectors, $\pi_{ς} \pi_{ς}$, associated with multiple Eigen-values, $\Pi_{ς}$, Formula (12) can be reduced to (11). It should also be noted that the base tensors obtained with such approach turns to be “ς”-biorthogonal. Similar elasticity tensor decompositions were used, e.g., in [30,65–67].

Let the elasticity class identification problem (ECIP) be formulated as follows.

All components of an elasticity tensor are given in the LCS. It is required to determine, which of the classes under consideration this tensor can be assigned to with a desired accuracy.

Good reason for assigning the examined material to a given elasticity class, $κ^{(ς)}$, is the existence of class approximation, $\Pi^{(ς)} \in K^{(ς)}$, for its elasticity tensor, $\Pi$, such that the norm of the residual of a stress tensor (or the analogous stress measure) in relation (10), $\|\Pi^{(ς)} - \Pi \| : \epsilon = \epsilon_{ςς}$, is quite small on the bounded subset of $\epsilon \in \mathbb{E}^2$. Adopt the notation: $Ψ^{(ς)} = \Pi^{(ς)} - \Pi$. A quantity $ME[\Pi^{(ς)}, \Pi]$ is a mapping, such that the inequality

$$\|Ψ^{(ς)} : \epsilon \|_{ςς} \leq ME[\Pi^{(ς)}, \Pi] \| \epsilon \|_{ςς}$$

(13)
holds for each \( \varepsilon \in \mathbb{E}^3 \), will be called the mismatch estimate \((ME)\) for \( \Pi^{(i)} \) with respect to \( \Pi \). Thus, the problem of assignability of \( \Pi \) to a given \( \kappa^{(i)} \) can be reduced to a minimization of \( ME[\cdot,\Pi]:\mathbb{E}^3 \to [0;+\infty) \) over an admissible set of tensors from \( \kappa^{(i)} \).

In its turn, the function, \( \inf_{\Pi^{(i)} \in \kappa^{(i)}} ME[\Pi^{(i)},\cdot]:\mathbb{E}^3 \to [0;+\infty) \), introduces a “closeness measure” for the tensor-argument, which determines how close it matches the class \( \kappa^{(i)} \). Note that, if mapping \( ME[\Pi^{(i)},\cdot]:\mathbb{E}^3 \to [0;+\infty) \) is continuous for all \( \Pi^{(i)} \in \kappa^{(i)} \), then the above function is also continuous. For completeness of presentation, this statement is proved below by formulating its sufficiently general case as a lemma. Let \( \mathcal{Y} \) be a metric space with a distance function, \( d_y[\cdot]:\mathcal{Y} \times \mathcal{Y} \to [0;+\infty) \); \( \mathcal{X} \) and \( \mathcal{Y} \subset \mathcal{X} \) are the nonempty sets; \( F[\cdot,\cdot]:\mathcal{X} \times \mathcal{Y} \to \mathbb{R} \) is a given functional. The following proposition is true.

**Lemma 1.** If \( F[x,\cdot]:\mathcal{Y} \to \mathbb{R} \) is continuous at \( y \in \mathcal{Y} \) for all \( x \in \mathcal{X} \), then the functional, \( G[\cdot]:\mathcal{Y} \to \mathbb{R} \), defined by \( G[y]=\inf_{x \in \mathcal{X}} F[x,y] \) is also continuous at \( y \in \mathcal{Y} \).

**Proof.** Under the assumption of the lemma, for any \( x \in \mathcal{X} \) and \( \varepsilon > 0 \) there exists \( \delta > 0 \) such that, for all \( y' \in \mathcal{Y} \), satisfying the condition \( d_y[y',y]<\delta \), the following relation holds true:

\[
F[x,y]-\varepsilon < F[x,y'] < F[x,y]+\varepsilon.
\]

(14)

Then, according to the definition of infimum in the real numbers, there are \( x',x'' \in \mathcal{X} \) such that \( F[x',y]<G[y]+\varepsilon \) and \( F[x'',y']<G[y']+\varepsilon \). From the same definition it follows that \( G[y'] \leq F[x',y] \) and \( G[y'] \leq F[x'',y'] \). Thus, for these elements, it is possible to write:

\[
G[y'] \leq F[x',y'] < F[x',y]+\varepsilon < G[y]+2\varepsilon;
\]

(15)

\[
G[y]-2\varepsilon < F[x',y']-2\varepsilon < F[x',y']-\varepsilon < G[y'].
\]

(16)

Hence, \( |G[y']-G[y]| \) can take an arbitrary small value if an appropriate value of \( \delta \) is chosen.

This means that \( G[\cdot] \) is continuous at \( y \). □

The lemma is proven.

A tensor \( \Pi^{(i)} \in \kappa^{(i)} \) meeting the condition \( ME[\Pi^{(i)},\Pi]=\inf_{\Pi^{(i)} \in \kappa^{(i)}} ME[\Pi^{(i)},\Pi] \) will be called the optimal approximation of \( \Pi \) in \( \kappa^{(i)} \). If necessary, a method for constructing the objective function, \( ME[\cdot,\Pi] \), will be specified. Given a ME for the optimal approximation of an elasticity tensor, one can say about compatibility (incompatibility) of this tensor with the related class.

A sufficiently reasonable constraint on \( ME[\cdot,\cdot] \) is the fulfillment of \( ME[\cdot,\Pi]=0 \) when and only when \( \Pi \in \kappa^{(i)} \). In particular, this condition permits the use of a metric or a norm defined on \( \mathbb{E}^3 \) as such mapping. In general, if the above requirement is met and the function \( \inf_{\Pi^{(i)} \in \kappa^{(i)}} ME[\Pi^{(i)},\cdot] \) is continuous everywhere, then \( ME[\cdot,\cdot] \) will be called the mapping, which defines a natural ME.

Note that \( \|\Psi^{(i)}:\varepsilon\|_{\mathcal{E}^3_i} \leq \|\Psi^{(i)}\|_{\mathcal{E}^3_i} \) holds for all \( \varepsilon \in \mathbb{E}^3 \). However, in the case when the elements \( \varepsilon \) fall within the Eigen-subspace of \( \Psi^{(i)} \), which has the maximal in modulus Eigen-value, the above relation degenerates into an equality. In this sense, the operator norm (8) gives an exact upper bound.
for a residual of the class approximation, which justifies treating $|Ψ(α)|$ as an objective function in estimating the class compatibility of $Π$. However, it would seem that the formulation of the corresponding optimization problem in terms of the Frobenius norm (7), which implies minimization of the alternative quantity, $\|Ψ(α)\|_{E^1}$, is computationally more efficient. This norm specifies an upper bound (and hence, a rougher ME) of the operator norm, i.e., $\|Ψ(α)\|_{E^1} \leq \|Ψ(α)\|_{E^1}$. Then, an equality of the above written quantities takes place if and only if $Ψ(α)$ has one (with regard to multiplicity) non-zero Eigen-value. One should note that the existence of the major and minor symmetries provides the following lower bound: $\|Ψ(α)\|_{E^1} \geq \|Ψ(α)\|_{E^1}$, which degenerates into an equality, when and only when $Ψ(α)$ has the only hextuple non-zero Eigen-value.

The value of ME is associated with the maximal absolute error, which occurs in stresses determined by the generalized Hooke’s law when approximating the elasticity tensor. To characterize a relative error, one can define $RME[Π(α),Π] = ||Π^{-1}||ME[Π(α),Π]$, where $Π^{-1}$ is the generalized inverse of $Π$. This quantity will be called the relative mismatch estimate (RME) for $Π(α)$ with respect to $Π$. It can be easily verified that the RME satisfies the following inequality for each $ε ∈ E^3 \setminus \ker Π$:

$$\frac{\|Ψ(α) : Π\|_{E^1}}{\|Π : Π\|_{E^1}} \leq RME[Π(α),Π].$$  \hspace{1cm} (17)

In the present work, the optimization problems are formulated essentially with the use of the Frobenius norm. Some specific features related to the statement and solution of such problems should be discussed.

Due to the fact that all subspaces in $E^3 \setminus \ker Π$ are the Hilbert ones, the $\|\cdot\|_{E^1}$-optimal approximation, $Π(α) = Π_α O*K(α)_α$, by its structure, is an “$*$”-orthogonal projection of $Π$ onto $\text{span}\{O*K(α)_α\}$. Such projection satisfies the condition: $\|Π(α)\|_{E^1}^2 + \|Π - Π(α)\|_{E^1}^2 = \|Π\|_{E^1}^2$. Hence, minimization of the quantity $\|Ψ(α)\|_{E^1}$ is tantamount to maximization of $\|Π_α O*K(α)_α\|_{E^1}$. Moreover, the Frobenius norm properties imply that $\|Π_α O*K(α)_α\|_{E^1} = \|Π_α K(α)_α\|_{E^1}$. Thus, an optimization problem for evaluating an $\|\cdot\|_{E^1}$-optimal approximation can be stated as the problem of maximization only with respect to $O ∈ O$:

**Problem 1.** Find $O ∈ O$ such that:

$$\|Π_α K(α)_α\|_{E^1} \to \text{max};$$  \hspace{1cm} (18)

$$K(α)_α + K(α)_β = (O^* + Π)K(β)_β.$$  \hspace{1cm} (19)

Or, in the case where $\{K(α)_α\}$ is a “$*$”-biorthogonal base system:

**Problem 2.** Find $O ∈ O$ such that:

$$\sum_{α=1}^N \left((O^* + Π)K(β)_β\right)^2 \to \text{max}.$$  \hspace{1cm} (20)
As shown in [35], projecting a tensor onto a subspace, which is invariant to some orthogonal subgroup, is equivalent to averaging [68] this tensor over the same subgroup. Thus, adhering to the symmetry classification of elasticity tensors, one can write:

\[ \Pi_a K^{(i)}_a = \int_{G^{(i)}} G \star (O' \star \Pi) d\mathcal{U}^{(i)} \left[ G \right] ; \]
\[ K^{(i)}_a \cdot K^{(i)}_a \Pi_a = (O' \star \Pi) \cdot K^{(i)}_a . \]

Here \( G^{(i)} \subset O \) is the symmetry group of tensors from \( K^{(i)} \) and \( U^{(i)}[\cdot] : \Phi^{(i)} \rightarrow [0;1] \), where \( \Phi^{(i)} \) is the Borel sigma-algebra on \( G^{(i)} \), is the normalized (i.e., \( U^{(i)}[G^{(i)}] = 1 \)) Haar measure. In such a case, an optimization problem equivalent to Problem 1 (2) can be stated as follows:

**Problem 3.** Find \( O \in O \) such that:

\[ \int_{G^{(i)}} G \star (O' \star \Pi) d\mathcal{U}^{(i)} \left[ G \right] \rightarrow \max. \]

For a finite symmetry group, an integral in Problem 3 is an arithmetic mean of the integrand values on the elements of this group. Due to this fact, averaging in (23) may have computational advantage over projecting in (18)–(19) or (20) (8)–(10) when searching for \( \| \|_{s}^{\text{opt}} \)-optimal approximations in the symmetry classes, the groups of which have relatively few elements.

One should note that in the case of transverse isotropy the number of elements required for averaging might be reduced to a finite set. Such a feature directly follows from Hermann’s theorem [69], which asserts that the invariance of a \( T \in \mathbb{E}^{(i)}_3 \) to the transformation, \( R^{2N} \), for a natural \( N > r \) implies its invariance to the group of transformations, \( \{(\pm 1)^{\epsilon} R^{n}_a | \varphi \in \mathbb{R}\} \). Indeed, adhering to the line of reasoning presented in [35], it is possible to easily demonstrate that at a given natural number, \( N \), and any \( T \in \mathbb{E}^{(i)}_3 \) and \( a \in \mathbb{E}_3 \), the quantity, \( \frac{1}{N} \sum_{n=1}^{2N} R^{2N}_n \star T \), turns out to be an “\( \circ \)”-orthogonal projection of \( T \) onto the subspace in \( \mathbb{E}^{(i)}_3 \), which is invariant to the group, \( \{R^{2N}_n | n = 1, N\} \). Then, by applying Hermann’s theorem, one can conclude that this projection is also invariant to \( \{ (\pm 1)^{\epsilon} R^{n}_a | \varphi \in \mathbb{R}\} \), i.e., is transversely isotropic along the vector \( a \). In particular, this result implies that five elements will suffice to average an elasticity tensor over the group of transverse isotropy.

Problem 1 (2, 3) always has a solution, but, in the general case, it is not unique. Indeed, as it can be readily shown, \( \| \Pi - \Pi_\alpha O \star K^{(i)}_\alpha \|_{s}^{\text{opt}} = \| \Pi - \Pi_\alpha (G \star O \star G^{(i)} \star K^{(i)}_\alpha) \|_{s}^{\text{opt}} \) holds for all \( G \in G(\Pi) \) and \( G^{(i)} \in \bigcap_{\alpha=1}^{\dim K^{(i)}} G \left( K^{(i)}_\alpha \right) \). Hence, if \( \Pi_\alpha O \star K^{(i)}_\alpha \) is an \( \| \|_{s}^{\text{opt}} \)-optimal approximation of \( \Pi \) from \( K^{(i)} \), then \( \Pi_\alpha \left( G \star O \star G^{(i)} \star K^{(i)}_\alpha \right) \) is also the approximation of such kind. This makes possible to reduce the admissible set of Problems 1–3 to the subset, \( \mathcal{D} \subset O \), such that \( O = \mathcal{D} \cdot G^{(i)} \). Moreover, since the Rayleigh product of an even-rank tensor by \( O \in O \) yields the same result as the product by \( -O \), it will suffice to consider only special orthogonal tensors from \( \mathcal{D} \). Thus, when searching the \( \| \|_{s}^{\text{opt}} \)-optimal isotropic approximation of \( \Pi \), an optimization is not required at all. This approximation is uniquely determined so its expression can be written explicitly. It is consistent with the isotropic part
of $\Pi$, the concept of which is introduced by Voight [70]. Furthermore, in the case of a $\|\Pi\|_{3}$-optimal transversely isotropic approximation, only the orientation of its isotropy axis can be used as an optimization parameter.

Non-negativity of the elastic potential imposes the condition of positive definiteness on $\Pi$ (hereinafter in the sense that $\varepsilon : \Pi : \varepsilon > 0$ for all $\varepsilon \in \mathbb{E}^3_+ \setminus \text{ker} \Pi$). Such condition is desirable for approximating tensors as well. In [35], it is shown that positive definiteness of a 4-rank tensor holds during its averaging over the orthogonal subgroup. Due to equivalency of this operation to the “$\circ$”-orthogonal projection, one can conclude that in the symmetry classes the $\|\Pi\|_{3}$-optimal approximations of a positive definite tensor are also positive definite.

The mentioned features of the Frobenius norm are quite strong arguments in the favor of using this norm in numerical calculations. Nevertheless, optimization problems analogous to Problems 1–3, can be formulated in terms of quite arbitrary metric on $\mathbb{E}^3_+$. Various ways to define such metric are considered, e.g., in [34,36,37,40]. In [36], the symmetric approximations of elasticity tensors are constructed with the use of different approaches, which are based on the Frobenius, Log-Euclidean and Riemannian distance functions. The last two, compared to the first one, possess some additional invariance properties: in particular, with regard to inversion of the tensor-arguments. In [34], the specific features of the operator norm, $\|\cdot\|$, are investigated theoretically, when searching for the $\|\cdot\|_{3}$-optimal elasticity tensor approximations. It was shown that the $\|\cdot\|_{3}$-optimal approximation of a positive definite tensor, unlike the $\|\cdot\|_{2}$-optimal one, may be not positive definite or unique in some degenerate cases. The results for the evaluation of the $\|\cdot\|$- and $\|\cdot\|_{3}$-optimal approximations in the transversely isotropic class and their comparative analysis are presented in [40].

Going back to the ECIP, suppose that $\bar{\Pi}^{(i)} \in \mathcal{K}^{(i)}$ is the $\|\cdot\|_{3}$-optimal approximation of $\Pi$, i.e., the solution of Problem 1 (2, 3) in $\mathcal{K}^{(i)}$. Adopt the notation: $\bar{\Psi}^{(i)} = \bar{\Pi}^{(i)} - \Pi$. Then the following chain of inequalities holds:

$$\inf_{\mathbb{K}^{(i)} \times \mathcal{K}^{(i)}} \|\Psi^{(i)}\| \leq \|\Psi^{(i)}\| \leq \|\Psi^{(i)}\|_{3}.$$  (24)

Since $\inf_{\mathbb{K}^{(i)} \times \mathcal{K}^{(i)}} \|\Psi^{(i)}\|$ is the exact upper bound for the norm of the residuals of all possible approximations, both $\|\bar{\Psi}^{(i)}\|$ and $\|\bar{\Psi}^{(i)}\|_{3}$ give the MEs for $\bar{\Pi}^{(i)}$, among which $\|\bar{\Psi}^{(i)}\|$ is more accurate. Its values (or the values of the associated RME, $\|\Pi^{(i)} - \bar{\Psi}^{(i)}\|$) for different classes, which are arranged in the non-increasing order, form the hierarchy of class approximations, each of which can be accepted with one or another error level. The construction of such hierarchy is understood as a solution of the ECIP. In its turn, the implementation of this procedure implies the statement and solution of Problem 1 (2, 3) in all classes considered in the framework of the adopted classification. It is worthy to recall again that here $\Psi^{(i)}$ does not generally minimize the norm $\|\Psi^{(i)}\|$ and, hence, does not provide an exact upper bound for the residual norm of the class approximation. Nevertheless, it can estimate the latter as:

$$\frac{1}{\sqrt{6}} \|\Psi^{(i)}\|_{3} \leq \inf_{\mathbb{K}^{(i)} \times \mathcal{K}^{(i)}} \|\Psi^{(i)}\| \leq \|\Psi^{(i)}\|.$$  (25)

It should also be noted that, as in the case of the Frobenius norm, $\|\Psi^{(i)}\|$ keeps its value in the family of tensors of the form $\Pi^{(i)} = \Pi_{\alpha} (G \cdot \Phi \cdot G^{(i)}) + K^{(i)}_{\alpha}$, where $G \in \mathbb{G}(\Pi)$ and $G^{(i)} \in \bigcap_{\alpha=1}^{\dim \mathcal{K}^{(i)}} \mathbb{G}(K^{(i)}_{\alpha})$. 
In the space of optimization parameters, the topology of the hypersurfaces defined by the objectives of Problems 1–3 is generally rather complex. There may exist multiple local and global minimums, so that the direct use of determined numerical methods is obstructed. However, for the majority of practical applications, there is no need for an exact approximation of the solutions to a global minimum, so that the optimization problems can be solved by using the heuristic algorithms, e.g., the particle swarm optimization method [71] employed in [39,41]. It seems plausible to use as a criterion of assigning a material by its properties to one or another class a small value of the residual caused by the related approximation in its constitutive equation. Hence, the possibility of obtaining an acceptable upper estimate for this value gives a convincing reason for such assignment.

In what follows, three types of the quantities, which characterize MEs for the class approximations obtained by the numerical global optimization, will be considered. Each of them is shortly defined in Table 2. All positive definite tensors from a specified class are taken as an admissible set for approximations being optimized. Also, three types of RMEs will be used. They are supposed to be introduced by multiplying the associated MEs just as before, by the maximal Eigenvalue of the generalized inverse of an elasticity tensor under approximation.

### Table 2. MEs for numerically optimized class approximations.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Expression</th>
<th>Minimized Objective</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\overline{ME}_1^{(i)}$</td>
<td>$|\Psi^{(i)}|_{L_2}$</td>
<td>$|\Psi^{(i)}|_{L_2}$</td>
</tr>
<tr>
<td>$\overline{ME}_2^{(i)}$</td>
<td>$|\Psi^{(i)}|_{L_2}$</td>
<td>$|\Psi^{(i)}|_{L_2}$</td>
</tr>
<tr>
<td>$\overline{ME}_3^{(i)}$</td>
<td>$|\Psi^{(i)}|_{L_2}$</td>
<td>$|\Psi^{(i)}|_{L_2}$</td>
</tr>
</tbody>
</table>

4. Elasticity of Polycrystalline Aggregates

During the multi-level modeling of a material, its macroscopic physical and mechanical characteristics are being obtained by averaging the similar properties of its structural elements on the subjacent scale levels. For a single-phase polycrystal, the RVE of which consists of crystallites with the same specific weight, the simplest variant of the averaging operation can be written as:

$$\Pi_M = \frac{1}{M} \sum_{m=1}^{M} o^{(m)} \circ \Pi. \quad (26)$$

Here $M$ is the number of crystallites in the material’s RVE, $\Pi_M$ is the macroscopic elasticity tensor, $\Pi$ is the elasticity tensor of a single crystallite and $o^{(m)}$ are crystallite orientation tensors. Further study is restricted to using only this form of averaging, which is also known as **averaging by Voigt**. Such definition refers to that the effective elasticity tensor obtained from (26) establishes a relation between the stress tensor averaged over crystallites and the macroscopic strain tensor under the assumption of the Voigt hypothesis. It should be remembered that there exist more complex and physically justified homogenization procedures, which consider additional stereological parameters of the internal structure [72].

Given a statistically uniform distribution of crystallite orientations in a polycrystal, its physical and mechanical properties are assumed to be isotropic. However, due to the presence of stochasticity, one can speak only approximately about compatibility of the properties under consideration with any of the classes. Numerical estimation of this proximity degree makes possible to determine the size of the RVE of the polycrystal being investigated, which is essential in the context of constructing the multi-level models and determining its parameters.

Consider a polycrystalline aggregate of $M$ crystallites with random orientations, $o^{(m)}$. Suppose that $ME[\cdot, \cdot]$ defines a natural ME. Then, $\inf_{\Pi^{(i)}_M, \Pi_M} ME[\Pi^{(i)}, \Pi_M]$ is a real-valued random
variable (in the sense that for any subset from the Borel sigma-algebra on \( \mathbb{R} \) its pre-image belongs to the Borel sigma-algebra on \( \mathcal{M}^M \)). The concept of convergence of the aggregate elasticity tensor to a class, as the number of crystallites increases, can be formalized as follows. The elasticity tensor, \( \Pi_M \), of a polycrystalline aggregate of \( M \) crystallites converges to a class, \( \kappa^{(i)} \), as \( M \to \infty \) if
\[
\lim_{M \to \infty} \inf_{\Pi^{(i)} \in \kappa^{(i)}} ME[\Pi^{(i)}, \Pi_M] = 0 \quad \text{almost surely.} \tag{27}
\]

Note that from (26) it follows that \( \|\Pi_M\|_{\mathcal{M}^M} \leq \|\Pi\|_{\mathcal{M}^M} \), so that at a fixed \( \Pi \) a random sequence, \( \{\Pi_M\} \), is uniformly bounded. Thus, with respect to continuity, \( \left\{ \inf_{\Pi^{(i)} \in \kappa^{(i)}} ME[\Pi^{(i)}, \Pi_M] \right\} \) is also uniformly bounded. Condition (27) implies that this sequence converges almost surely. Hence [73], it will also converge in the mean, i.e.,:
\[
\lim_{M \to \infty} M \inf_{\Pi^{(i)} \in \kappa^{(i)}} ME[\Pi^{(i)}, \Pi_M] = 0, \tag{28}
\]

where \( M[\cdot] \) is the mathematical expectation.

Given a uniform orientation distribution, due to (28) an empirical estimate of \( \left\| r^{-1} M \left[ \frac{ME_{i,1}^{(iow)}}{ME_{i,1}^{(io)}} \right] \right\| \) can be used to evaluate the level of accuracy, to which an aggregate of \( M \) crystallites can be considered as an RVE of the simulated polycrystal. In Figure 2, such estimates are constructed for polycrystalline copper. For each fixed number of crystallites, \( M \), an independent repeated sampling of 100 realizations of polycrystalline aggregates with uniformly distributed random orientations is generated. Then, the values of \( \overline{ME_{i,1}^{(io)}} \) and \( \overline{ME_{i,1}^{(iow)}} \) corresponding to the obtained realizations are calculated and their sample means, \( \left\langle \overline{ME_{i,1}^{(io)}} \right\rangle \) and \( \left\langle \overline{ME_{i,1}^{(iow)}} \right\rangle \), are evaluated. The dependences of these mean values on \( M \) are approximated by the power functions as \( \left\langle \overline{ME_{i,1}^{(io)}} \right\rangle = ME_{i,1} M^{-\lambda_i} \) and \( \left\langle \overline{ME_{i,1}^{(iow)}} \right\rangle = ME_{i,1} M^{-\lambda_n} \). Here, \( \lambda_i, \lambda_n \in \mathbb{R} \) are the parameters determined by the logarithmic least-square method. The values of these parameters for aggregates of some metals are given in Table 3. Regression curves (straight lines on the log-log plot) are presented in Figure 3. The obtained results make possible to estimate the necessary number of crystallites in a macroscopic polycrystalline sample, which is statistically representative for a given margin of error. In [74,75], similar estimates are constructed for relative standard deviation of macroscopic Young and shear moduli, which are obtained for single- and double-phase polycrystals by Hill’s averaging [76].
5. Changes in Elastic Symmetry of Polycrystals during Inelastic Deformation

In polycrystals, severe inelastic deformation is usually accompanied by a significant reorientation of their anisotropic crystallites, in which the symmetry of physical and mechanical characteristics is determined mainly by their lattice type. The symmetry of analogous macroscopic properties depends on polycrystalline texture and is able to change during such processes.
In this section, the results of the numerical investigation of changes in the elastic symmetry of the RVE of a single-phased polycrystalline copper during inelastic deformation are presented. Simple shear, quasi-axial tension and upsetting tests are considered. The crystallite orientation distributions are obtained with the help of the two-level crystal elasto-visco-plasticity model discussed in [54]. The equations for the co-rotational spins, \( \omega^{(n)} \), of the crystallites are taken from [77]:

\[
\omega^{(n)} = k_1^{(m)} \cdot I^{(m)} \cdot k_2^{(m)} \cdot \left( k_1^{(n)} - k_2^{(n)} k_1^{(n)} \right) + k_3^{(m)} \cdot I^{(m)} \cdot k_1^{(m)} \cdot \left( k_3^{(n)} - k_1^{(n)} k_3^{(n)} \right) + k_3^{(m)} \cdot I^{(m)} \cdot k_2^{(m)} \cdot \left( k_3^{(n)} - k_2^{(n)} k_3^{(n)} \right).
\]

(29)

Here, \( I^{(m)} \in \mathbb{R}^3 \) are the velocity gradient tensors of elastic deformations and the bases, \( \{ k_i^{(n)} \} \), are introduced in such a way that, at each moment, \( k_1^{(n)} \) are the normalized crystallographic vectors, \( k_2^{(n)} \) are the unit vectors from crystallographic planes, which satisfy \( k_1^{(n)} \cdot k_2^{(n)} = 0 \), and \( k_3^{(n)} = k_1^{(n)} \times k_2^{(n)} \). For each crystallite, its elasticity tensor is assumed to be constant with respect to the associated system of the defined vectors.

The applied mechanical loads are kinematical and their deformation gradient tensors are of the form:

\[
\varepsilon = \varepsilon \dot{e}, \quad t \in [0; T],
\]

where \( \dot{e} \in \mathbb{R} \) is a velocity parameter (which takes a constant value in the examined processes), \( t \in [0; T] \) is the current time and \( T \in \mathbb{R} \) is the duration of the process considered. The magnitude of deformation accumulated in the material to time \( t \) is characterized by the parameter, \( \varepsilon = \dot{e} t \). MEs are evaluated for isotropic, transversely isotropic, cubic and orthotropic classes (the short symbolic indexes are iso, tra, cub and ort, respectively).

The sequence of computational operations is as follows. First, a polycrystalline aggregate of \( M = 1000 \) crystallites with a random uniform orientation distribution is generated. At each moment of the simulated deformation process, the components of the macroscopic elasticity tensor are calculated by applying the averaging procedure given by (26). For the examined classes, the parameters of the \( \| \cdot \| \) -optimal (and, in the case of isotropic class, the \( \| \cdot \| \) -optimal) approximations of this tensor are obtained by solving numerically Problem 1 (2, 3). The next step is to calculate the RMEs (corresponding to the above mentioned approximations), which are taken to be the values of \( RME^{(iso)} \) and \( RME^{(ort)} \) (\( RME^{(tra)} \)), forming a hierarchy of elastic symmetry classes at the current deformation stage.

For the obtained cubic and orthotropic approximations, the orientations of their canonical bases are presented with the help of the Euler angles: \( \alpha \in [-\pi, \pi] \), \( \beta \in [0; \pi] \) and \( \gamma \in [-\pi, \pi] \). These parameters describe the rotational transform, \( O \), in (11) as follows:

\[
\{ O_{ij} \} = \begin{pmatrix}
\cos \alpha \cos \gamma - \sin \alpha \sin \gamma & -\sin \alpha \cos \gamma - \cos \alpha \cos \beta \sin \gamma & \cos \alpha \sin \beta \\
\sin \alpha \cos \gamma + \cos \alpha \sin \gamma & \cos \alpha \cos \gamma - \sin \alpha \cos \beta \sin \gamma & \sin \alpha \sin \beta \\
-\sin \beta \cos \gamma & \sin \beta \sin \gamma & \cos \beta
\end{pmatrix}.
\]

(30)

In the further figures, their values are provided for all tensors of the form \( O = \mathbf{O} \cdot \mathbf{G}^{(i)} \), \( \mathbf{G}^{(i)} \in \mathcal{G}^{(i)} \), where \( \mathbf{O} \in \mathcal{O}^+ \) is a numerical solution of Problem 1 (2, 3), and the groups, \( \mathcal{G}^{(i)} \), consist of the following elements:

\[
\mathcal{G}^{(iso)} = \{ \mathbf{G} \in \mathcal{O}^+ \mid \mathbf{G} \cdot \mathbf{1} = \mathbf{1} \} \cup \{ \mathbf{G} \in \mathcal{O}^+ \mid \mathbf{R} \cdot \mathbf{G} \cdot \mathbf{R}^T = \mathbf{1} \},
\]

(31)

\[
\mathcal{G}^{(ort)} = \{ \mathbf{G} \in \mathcal{O}^+ \mid \mathbf{R} \cdot \mathbf{G} \cdot \mathbf{R}^T = \mathbf{1} \}.
\]

(32)

In the case of the orthotropic approximations, the base tensors are ordered so that their sequent longitudinal elastic moduli decrease.
To characterize the transversely isotropic approximations, the spherical orientation angles of their isotropy axes are considered: $\varphi \in [-\pi, \pi]$ and $\theta \in [0, \pi]$. Using these parameters, the mentioned approximations can be evaluated by substituting $\mathbf{O} = \mathbf{R}_{i, \varphi}^{\text{iso}}$ into (11) where $\mathbf{i} = \cos \varphi \sin \theta \mathbf{l}_1 + \sin \theta \sin \varphi \mathbf{l}_2 + \cos \theta \mathbf{l}_3$ is the unit vector directed along the isotropy axis. In such a case, the following parametrization takes a place:

\[
\left[ O_{\varphi \theta} \right] = \begin{pmatrix}
\cos \theta \cos^2 \varphi + \sin^2 \varphi & (\cos \varphi - 1) \cos \theta \sin \varphi & \sin \theta \cos \varphi \\
(\cos \varphi - 1) \cos \theta \sin \varphi & \cos \theta \sin^2 \varphi + \cos^2 \varphi & \sin \theta \sin \varphi \\
-\sin \theta \cos \varphi & -\sin \theta \sin \varphi & \cos \theta
\end{pmatrix}.
\] (33)

In the related figures, the orientation angles are plotted for the obtained direction vectors, $\mathbf{\bar{I}}$, together with the angles for $-\mathbf{\bar{I}}$.

In the initial configuration ($t = 0$), the elasticity tensor of the examined polycrystalline realization has the following component matrix (in the LCS basis; the Voight notation is used):

\[
\left\{ \Pi_{ij} \right\} = \begin{pmatrix}
209.436 & 100.757 & 101.007 & 0.131 & -0.126 & -0.705 \\
100.757 & 210.254 & 100.189 & -0.215 & -0.474 & 0.186 \\
101.007 & 100.189 & 210.004 & 0.084 & 0.6 & 0.519 \\
0.131 & -0.215 & 0.084 & 55.007 & 0.519 & -0.126 \\
-0.126 & -0.474 & 0.6 & 0.519 & 54.189 & -0.215 \\
-0.705 & 0.186 & 0.519 & -0.126 & -0.215 & 54.757
\end{pmatrix}.
\] (34)

With an acceptable accuracy, this tensor can be treated as an isotropic one; the value of $\text{RME}_{\text{iso}}^{\text{iso}}$ corresponding to it does not exceed 1.89%.

### 5.1. Simple Shear

The deformation gradient tensor of the realized loading regime is $\mathbf{F} = \mathbf{I}_1 + \mathbf{I}_2 + \mathbf{I}_3 - \dot{\varepsilon} \mathbf{f}_1 \mathbf{l}_3$, where $\dot{\varepsilon} = 0.001 \text{ s}^{-1}$. The numerical calculation is carried out until $t = 1600 \text{ s}$. The direct pole figures (DPFs) for the basic crystallographic directions corresponding to different deformation stages are depicted in Figure 4.
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Figure 4. Changes in the DPFs (projecting along $l_1$) of the polycrystalline copper aggregate during the simple shear test: (a) $<111>$; (b) $<110>$; (c) $<100>$.

Noticeable inhomogeneity of the orientation distribution acquired by the aggregate causes weakening of isotropy of its macroscopic elastic properties, as evidenced by the growth of the corresponding RMEs shown in Figure 5a. It is worthy of note that in this process the values of $RME_{II_{iso}}^{(a)}$ and $RME_{II_{iso}}^{(a)}$ almost coincide. An analogous growth of RMEs also holds for other symmetry classes as demonstrated by changes in $RME^{(a)}_{I}$ and $RME^{(a)}_{II}$ shown in Figures 5b and 6. At the sufficiently high levels of accumulated deformations, the error in the assignment of the material to the elastic orthotropic class significantly increases, so that more suitable approximations can be searched for within the monoclinic class. The families of the orientation parameters for the calculated approximations are presented in Figure 6.

Figure 5. Changes in the elastic symmetry properties of the polycrystalline copper aggregate during the simple shear test: (a) RMEs in the isotropic class; (b) $RME^{(a)}_{I}$. 
Figure 6. Changes in the $\|\mathbf{RME}_{(i)}^{(3)}\|$-optimal approximation orientation parameters and the corresponding values of $\Pi$ for the elasticity tensor of the polycrystalline copper aggregate during the simple shear test.

The dependence of $\|\Pi^{-1}\|^T$ (which is equal to the minimal non-zero Eigen-value of $\Pi$) on the loading parameter is shown in Figure 7. This quantity is a multiplier which turns an RME to the associated ME. Due to a relatively small range of its values, the results presented for RMEs turn out to be qualitatively similar to the results obtained for MEs.

Figure 7. Changes in the minimal non-zero Eigen-value of the elasticity tensor of the polycrystalline copper aggregate during the simple shear test.
5.2. Quasi-Axial Tension

The deformation gradient tensor of the realized loading regime is \( F = e^{\delta_{54}} (1_1 1_1 + 1_2 1_2) + e^{\gamma} 1_1 1_3 \), where \( \delta = 0.001 \text{ } \varepsilon^{-1} \). The numerical calculation is carried out until \( t = 500 \text{ s} \). The DPFs for the basic crystallographic directions at different deformation stages are depicted in Figure 8.

![Figure 8](image)

**Figure 8.** Changes in the DPFs (projecting along \( 1_3 \)) of the polycrystalline copper aggregate during the quasi-axial tension test: (a) \( <111> \); (b) \( <110> \); (c) \( <100> \).

The RME curves of the aggregate elasticity tensor for the isotropic class are given in Figure 9. As it is readily seen, the growth of the obtained estimates is monotonic, therefore in this case also, inhomogeneity of the orientation distribution leads to weakening of the macroscopic elastic isotropy. One can point out that \( RME_{II}^{(iso)} \) and \( RME_{III}^{(iso)} \) are close to each other, especially at the initial deformation stages.

The variation of RMEs in other symmetry classes is presented in Figures 9b and 10. Weak incompatibility with transversely isotropic and orthotropic classes holds at all stages of the process under examination. It means that the material retains the orthotropic and transversely isotropic properties. At the same time, the RMEs in the cubic symmetry class increase, which testifies to weakening of the related symmetry properties. The families of the orientation parameters for the calculated approximations are provided in Figure 10.
Figure 9. Changes in the elastic symmetry properties of the polycrystalline copper aggregate during the quasi-axial tension test: (a) RMEs in the isotropic class; (b) $\tilde{RME}_{I}^{(s)}$.

Figure 10. Changes in the $\tilde{RME}_{II}^{(s)}$-optimal approximation orientation parameters and the corresponding values of $\tilde{RME}_{II}^{(s)}$ for the elasticity tensor of the polycrystalline copper aggregate during the quasi-axial tension test.
The results obtained for MEs are similar to the results presented for RMEs. The transition multiplier curve is plotted in Figure 11.

Figure 11. Changes in the minimal non-zero Eigen-value of the elasticity tensor of the polycrystalline copper aggregate during the quasi-axial tension test.

5.3. Quasi-Axial Upsetting

The deformation gradient tensor of the loading regime is given as 

\[ \mathbf{F} = e^{0.001 (1,1,1,1) + e^{-0.1} (1,1,1)}, \]

where \( \dot{\varepsilon} = 0.001 \) s\(^{-1}\). The numerical calculation is carried out until \( t = 1600 \) s. The DPFs for the basic crystallographic directions at different deformation stages are depicted in Figure 12.

![Figure 12](image)

Figure 12. Changes in the DPFs (projecting along \( l_3 \)) of the polycrystalline copper aggregate during the quasi-axial upsetting test: (a) <100>; (b) <110>; (c) <111>.

Changes in RMEs in isotropic class are presented in Figure 13. A characteristic feature of these graphs is their essential non-monotonic character. Within certain intervals of the deformation process, the aggregate elastic properties are found to be close to isotropic ones despite noticeable inhomogeneity of the orientation distribution observable on the DPFs. Worthy of note is the fact that at the end of the examined process the RMEs in the isotropic class practically regain their initial values, while the aggregate attains a pronounced crystallographic texture. Such result speaks in favor of feasibility of textures with isotropic macroscopic elastic properties in polycrystalline materials.

Note that in the case under consideration \( RME_{IIRME}^{(\infty)} \) and \( RME_{IIIRME}^{(\infty)} \) also take close values.

The dependences for RMEs in other symmetry classes are shown in Figures 13b and 14. Incompatibility with the transversely isotropic and orthotropic classes changes insignificantly. In the cubic symmetry class, the observed dependence is analogous to that obtained in the case of isotropy.
The incompatibility maximum occurs at $\varepsilon = 1.024$. The families of the orientation parameters for the calculated approximations are given in Figure 14.

Figure 13. Changes in the elastic symmetry properties of the polycrystalline copper aggregate during the quasi-axial upsetting test: (a) RMEs in the isotropic class; (b) $\overline{\text{RME}}^{(r)}$. 
Figure 14. Changes in the \( \| \mathbf{e} \|_2 \)-optimal approximation orientation parameters and the corresponding values of \( \overline{RME}_{II}^{(s)} \) for the elasticity tensor of the polycrystalline copper aggregate during the quasi-axial upsetting test.

The graphs of the MEs variation are similar to those obtained for RMEs. It is to be noted that the transition multiplier changes non-monotonically, too. Its curve is plotted in Figure 15.

Figure 15. Changes in the minimal non-zero Eigen-value of the elasticity tensor of the polycrystalline copper aggregate during the quasi-axial upsetting test.

6. Discussion and Conclusions

The presented investigations have revealed a peculiar feature of the examined quasi-axial deformation processes, which is the retention of elastic orthotropy and transverse isotropy. Moreover, an additional examination has shown that at the loading stages characterized by quite strong incompatibility (increase of a RME by more than two times compared to its initial value) of the material with higher symmetry classes the deviation of the identified isotropy axis from the direction vector of the process, \( \mathbf{I}_3 \), proves to be small (does not exceed: \( 4.09^\circ \) for the tension and \( 5.58^\circ \) for the upsetting processes). A similar situation holds for deviation of one of the rotation axes to be determined in the orthotropic class (does not exceed: \( 4.51^\circ \) for the tension and \( 5.36^\circ \) for the upsetting processes). These results are consistent with the supposition of the relationship between the symmetry properties of a deformation process and the elastic properties of a material under deformation.

According to the results of the numerical investigation, the process of quasi-axial upsetting of a polycrystalline aggregate can involve the formation of inhomogeneous orientation distributions, for which the macroscopic elastic properties are close to the isotropic class. Theoretical substantiation for the existence of such textures can be obtained, e.g., by studying the problem of determining a discrete orientation set, \( \{ \mathbf{o}^{(m)} \} \in \mathcal{O}^M \), which minimizes \( \inf_{\mathbf{n} \in \mathcal{E}_3^M} \mathcal{I} \left[ \mathbf{H}^{(s)}(\mathbf{n} - \mathbf{n}) \right] \) for a given \( \mathbf{n} \in \mathcal{E}_3^M \). It can be shown that this problem is equivalent to the following one.
Problem 4. Find \( \mathbf{o}^{(m)} \in \Omega^M \) such that:

\[
\left\| \sum_{n=1}^{M} \mathbf{o}^{(m)} \right\|_{E_{3}} \rightarrow \min.
\]  

(35)

Here, \( M \) can be associated with the number of orientation modes, over which the crystallite orientations are distributed in equal proportions. Problem 4 has at least a one-parametric family of solutions, which differs from one another by a Rayleigh product with an arbitrary orthogonal transformation. MEs for the \( \left\| E_{3} \right\| \)-optimal isotropic approximations (\( \overline{ME}^{(iso)} \)) and the associated RMEs (\( \overline{RME}^{(iso)} \)) with respect to the elasticity tensors obtained for the polycrystalline copper aggregates with optimal orientation modes are summarized in Table 4 for \( M = 2, 4 \). Such modes for \( \mathbf{o}^{(i)} = 1 \) are depicted on the DPFs for the basic crystallographic directions.

Table 4. Crystallite mutual orientations in the polycrystalline copper aggregates with the most \( \left\| E_{3} \right\| \)-isotropic elastic properties.

<table>
<thead>
<tr>
<th>( M )</th>
<th>Optimal Mutual Orientations</th>
<th>DPFs (Projecting along ( \mathbf{I}_3 ))</th>
<th>( \overline{ME}^{(iso)} ), GPa</th>
<th>( \overline{RME}^{(iso)} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>![2D diagram]</td>
<td>![2D diagram]</td>
<td>57.897</td>
<td>0.710</td>
</tr>
<tr>
<td>3</td>
<td>![2D diagram]</td>
<td>![2D diagram]</td>
<td>18.951</td>
<td>0.192</td>
</tr>
<tr>
<td>4</td>
<td>![2D diagram]</td>
<td>![2D diagram]</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

\( ^1 \) The general case is considered in [78].

It should be pointed out that, as shown in [79], in the case of even \( M \geq 4 \), for crystallites with cubic elastic symmetry there always exists a set of \( M \) orientations, over which averaging of the form (26) results in isotropy of macroscopic elastic properties. A configuration of such orientations for \( M = 4 \) is described in [78]. It coincides with the configuration presented in Table 4.

Similar sufficient conditions for transverse isotropy can be obtained by virtue of Hermann’s theorem. It can be readily proven that if the rotation axis, \( \mathbf{a} \in E_3 \), of the phase characteristic tensor, \( \mathbf{\chi} \in E_3 \), is of order \( N \), then an effective characteristics tensor of the form

\[ X = \frac{1}{M} \sum_{n=1}^{M} R_{\frac{2\pi n}{N}}^T \varphi_0 \mathbf{\chi}, \]

where \( \varphi_0 \in \mathbb{R} \), is transversely isotropic along \( \mathbf{a} \) for \( M > \frac{r}{N} \). In particular, this implies that, for transverse isotropy of elastic properties of a single-phase polycrystal consisting of cubic symmetric...
crystallites, two orientation modes will suffice. It can be also of interest to find textures, which show the best fit to a given macroscopic elasticity class, \( \mathcal{K}^{(i)} \). In terms of the orientation measure \[80], \( \mathcal{P} \rightarrow \mathcal{D} \rightarrow (0; 1] \), where \( \mathcal{D} \) is the Borel sigma-algebra on \( \mathcal{D} \), and the ME function, \( ME \rightarrow [0; +\infty) \), such problem can be formulated as follows:

**Problem 5.** Find \( P \in \mathcal{P} \) such that:

\[
\inf_{n \in \mathcal{N}(i)} ME \left[ \Pi^{(i)} \rightarrow \mathcal{N}(i) \right] \to \inf,
\]

where \( \mathcal{P} \subset \mathcal{P} \) is the admissible set, \( \mathcal{P}(\mathcal{D}) \) is the space of probability measures defined on \( \mathcal{D} \).

One should remark that if \( ME \) satisfies the conditions of Lemma 1, then the functional of Problem 5 is bounded in \( \mathcal{P}(\mathcal{D}) \).

In conclusion, it should be also mentioned that the operator norms of the \( \|ME\|_F \) and \( \|ME\|_W \), i.e., the operator norms of the Frobenius and weighted norms, respectively, obtained in the numerical experiments, are close to each other. Since from the computational viewpoint the advantage of the Frobenius norm is quite evident, the choice of this norm for solving the ECIP seems quite reasonable.

To sum up, in the presented work, the problem of determining the elastic anisotropy type of polycrystalline materials is discussed. The concept of 4-rank tensor class as the union of congruent specially structured subspaces was introduced. This definition makes it possible to formally classify the elasticity tensors allowing the classification by their symmetry properties. The problem of identification of the linear elasticity class for a material with elastic moduli known in some basis was formulated. To solve this problem, a general approach based on the approximation of the elasticity tensor by the class analogies was proposed. Residual estimates of such approximations governed by a linear elasticity law form a hierarchy of classes, to which the examined material can be assigned according to their elastic properties with sufficient accuracy. The formulated mathematical framework was then applied to theoretical study of single-phase polycrystalline elasticity. For some metals, the dependences that can be used to determine the number of crystallites in a polycrystalline sample such that will allow it to be considered as a RVE of the material within an acceptable error were obtained. Using a two-level model of elasto-visco-plasticity, changes in elastic incompatibility of a polycrystalline copper RVE with different symmetry classes are analyzed.
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