False Data Injection Attack Based on Hyperplane Migration of Support Vector Machine in Transmission Network of the Smart Grid
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Abstract: The smart grid is a key piece of infrastructure and its security has attracted widespread attention. The false data injection (FDI) attack is one of the important research issues in the field of smart grid security. Because this kind of attack has a great impact on the safe and stable operation of the smart grid, many effective detection methods have been proposed, such as an FDI detector based on the support vector machine (SVM). In this paper, we first analyze the problem existing in the detector based on SVM. Then, we propose a new attack method to reduce the detection effect of the FDI detector based on SVM and give a proof. The core of the method is that the FDI detector based on SVM cannot detect the attack vectors which are specially constructed and can replace the attack vectors into the training set when it is updated. Therefore, the training set is changed and then the next training result will be affected. With the increase of the number of the attack vectors which are injected into the positive space, the hyperplane moves to the side of the negative space, and the detection effect of the FDI detector based on SVM is reduced. Finally, we analyze the impact of different data injection modes for training results. Simulation experiments show that this attack method can impact the effectiveness of the FDI detector based on SVM.
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1. Introduction

All aspects of modern social life are inseparable from the normal running of the power grid. Once the power grid fails, the normal operation in many fields such as education, medical treatment, national defense, and finance will be affected. In recent years, with the development of new technologies, the combination of power grid and cyber information becomes tighter. Many smart meters are installed in the smart grid [1]. The control center estimates the running state of the smart grid through the data measured by these intelligent instruments and regulates the operation of the whole smart grid. However, many works have proposed attack methods in order to damage the estimation results, and the false data injection (FDI) attack is one of these methods.

An FDI attack is a malicious attack that has an adverse effect on estimating the state of the smart grid. The attackers can intrude the sensors to modify the measurement data. By directly falsifying the measurement data of the sensors, the measurement data received by the control center is not equal to the actual measurement data, and it is difficult for the detector to detect the attack vectors which are specially constructed [2]. Therefore, the result of state estimation may be wrong.

The state estimation is a basic method for the detection of bad data such as noise measurement and FDI, and its essence is to use the maximum standard residual method to verify whether the
measurement data contains bad data. Much research has improved the detection effect of the state estimation [3–8]. However, some scholars have found that the methods based on state estimation have difficulty detecting the specially constructed attack data [9–15]. For example, Mohammad et al. proposed a “stealth attack”, and they proved that the state estimation has no effect on detecting this kind of attack [13]. Fortunately, many studies have proven that the method of using a support vector machine (SVM) to detect false data is more accurate [16–18].

However, the FDI detector based on SVM is also vulnerable. In this paper, we will analyze its vulnerability and propose an attack for degrading the effectiveness of the detector based on SVM. By injecting the attack vectors into the training set, the hyperplane will change and then the accuracy of training result will be decreased.

The contributions of this paper are as follows:

1. We analyze the vulnerability of the detector based on SVM, which is the adverse effect of the updating of the training set of the detector based on SVM.
2. Utilizing the above vulnerability, we propose an attack method that attackers can inject data into the positive sample space to shift the hyperplane towards the side of the negative sample space.
3. We investigate two kinds of data injection modes: centralized injection and identically distributed injection, and analyze the impact of the two kinds of injection modes on the training set and the effectiveness of detecting them.

The rest of the paper is organized as follows. In Section 2, we introduce the basic idea of SVM and give a basic model for using SVM to detect FDI. In Section 3, we describe the attack model and propose the attack method. In Section 4, we verify the effectiveness of the proposed method through experiments. We conclude this paper in Section 5.

2. Preliminary

In this section, we briefly introduce the system model and the FDI attack model and then depict the detector based on SVM.

2.1. System Model

The system model of the smart grid is shown in Figure 1 [19]. First, the sensors transfer the real-time information of each node to the supervisory control and data acquisition (SCADA) system through the network. The SCADA system then transmits these measurements to the state estimator in the energy management system (EMS). The state estimator contains state estimation module and false data processing module [20]. The state estimation module is used to estimate the state of the smart grid, and the false data processing module is used to detect the measurement data. Through these two modules, when the real-time measurement data contains measurement or transmission errors, these can be detected [21]. The estimation results will be applied to control the operation of smart grid, such as optimal power flow, accident analysis, and economic dispatch. The control center makes decisions according to the real-time state of the system, which can affect the operation of the smart grid.

This is the system model. In this paper, we will thoroughly research the attack of the detector in the false data processing module.
2.2. False Data Injection Attack

In a DC system, the state estimation can be expressed in terms of formula (1) [22]:

\[ z = Hx + e \]  \hspace{1cm} (1)

where \( z = (z_1, z_2, \cdots, z_m)^T \); \( z_i \in \mathbb{R}, i = 1, 2, \cdots, m \) represents the measurement data, generally including the voltage amplitude of the node, active power, and reactive power; \( H \) is an \( m \times n \) Jacobi matrix which contains the information on the structure parameters of the system; \( x = (x_1, x_2, \cdots, x_n)^T \); \( x_j \in \mathbb{R}, j = 1, 2, \cdots, n \) is the state variable of the system, including the voltage amplitude and phase angle of the node; and \( e = (e_1, e_2, \cdots, e_n)^T \); \( e_j \in \mathbb{R}, k = 1, 2, \cdots, m \) represents a measurement error. It is generally believed that \( e_k \) obeys Gaussian distribution with a mean of 0. State estimation needs to calculate the estimation value \( \hat{x} \), which is the closest to the real state vector \( x \). With the weighted least square (WLS) method, we can obtain formula (2) [23]:

\[ \hat{x} = \left( H^T V^{-1} H \right)^{-1} H^T V^{-1} z \]  \hspace{1cm} (2)

where \( V \) is a weighting matrix. It is believed that distribution of \( \hat{x} \) is basically the same as \( x \), so take \( V \) as an identity matrix [2]. Therefore,

\[ \text{LNR} = \| z - H\hat{x}^2 \| < \tau. \]  \hspace{1cm} (3)

If the measurement data satisfies (3), it is assumed that the measurement data is normal data. Otherwise, the measurement data is abnormal data and then the abnormal data will be deleted.

The FDI attack is the original measurement vector \( z \) with a nonzero attack vector \( a = (a_1, a_2, \cdots, a_m)^T \). Then, the observed measurement vector is \( z_a = z + a \). If \( z_a \) satisfies (3), the state estimation module may obtain a wrong estimated result, which is recorded as \( x_{\text{false}} = x + c \), where \( c \) is the estimation error caused by the attack. The literature [2] proposes an effective attack strategy: when the attack vector \( a \) is a linear combination of column vectors of \( H \), the FDI cannot be detected by the maximum standard residual method. The data for attacking the smart grid is constructed based on this method, e.g., \( a = Hc \).

\[ \| z_a - Hx_{\text{false}} \| = \| z + a - H(\hat{x} + c) \| = \| z - H\hat{x} + (a - Hc) \| = \| z - H\hat{x} \| \]  \hspace{1cm} (4)

Formula (4) shows that the LNR method cannot detect the attack vector \( a \).

2.3. Detector Based on SVM

Many studies have proposed that using the detector based on SVM is more effective to detect FDI attacks than using the state estimation [13,16–18]. For example, literature [19] has proven that using
the detector based on SVM can obviously improve the accuracy rate of detection. Therefore, in this system model, we used the FDI detector based on SVM in the false data processing module.

SVM is one of the most commonly used classifiers and has a good classification effect. It has been applied to the detection of FDI in smart grids and has achieved good results.

The basic idea of SVM is to convert a nonlinear problem in the original sample space to a linear problem in another space through multiple nonlinear transformations. By nonlinear transformation, SVM maps the input data to a high-dimensional inner product space, performs linear classification on the high-dimensional inner product space, and obtains the optimal classification hyperplane in the new inner product space. The nonlinear transformation is achieved by defining a proper inner product kernel function.

Given a sample set \( Z = (z_1, z_2, \cdots, z_k)^T \) and a label set \( L = (l_1, l_2, \cdots, l_k)^T \), where \( z_i \) (1 ≤ i ≤ k) is an m-dimensional vector, \( k \in \mathbb{N}^* \), and \( l_i \in \{-1, +1\} \) (1 ≤ i ≤ k), we can obtain the training set

\[
T = Z \times L = \{(z_1, l_1), (z_2, l_2), \cdots, (z_k, l_k)\}
\]

where, \( a_i \) is an attack vector. If \( a_i = 0 \), there is no attack, so then we mark \( z_i \) as a positive sample and the label \( l_i = 1 \). If \( a_i \neq 0 \), there is an attack, so then we mark \( z_i \) as a negative sample and the label \( l_i = -1 \). Then, the problem of detecting FDI is defined as a binary classification problem.

We used the SVM to train the training set \( T \). In the actual power grid, we assumed that the positive samples were normal data and the negative samples were abnormal data. Therefore, the training result can be used to detect measurement data and judge whether the measurement data is normal data or abnormal data.

When the detector based on SVM judges the newly acquired measurement data as abnormal data, the data will be discarded and will not be transmitted into the state estimation module to affect the state estimation result of the smart grid. Conversely, when the detector judges the newly acquired measurement data as normal data, the data will be transmitted into the state estimation module and have an effect on the state estimation result of the smart grid. Due to different time periods, the operation state of the smart grid is not exactly same, even at different times in the same time period. Therefore, the detector needs to update the training set by using the data of the most recent time to replace the oldest data in the training set and obtain more accurate training results by retraining the training set. When the detector regularly updates the training set, the normal data is updated into the positive sample set of the training set and the abnormal data is updated into the negative sample set of the training set according to the judgment result of the detector for the measurement data. Then, the new training set is retrained and new training results are obtained.

The update period of the training set depends on the size of the training set, as well as the storage space and the computing power of the control center. Because the operation of the smart grid has modest real-time requirements and the computing capacity of the control center is also limited, the size of the training set will not be large. The storage space of the control center restricts the amount of data in buffer which is detected but not updated.

3. Attack and Detection Model

In this section, we analyze the vulnerability of the detector based on SVM, and then propose the attack method by utilizing this vulnerability and give a proof.

3.1. The Vulnerability Analysis of the Detector Based on SVM

We have mentioned in Section 2.2 that the detector based on SVM needs to update the training set for acquiring the more accurate training result. The normal data is updated into the positive sample set of the training set and the abnormal data is updated into the negative sample set of the training set.
set. It is a benefit matter if there is no attack. However, the attackers can utilize this point to attack the detector so that the training set should be updated. The attackers can construct special attack vector to make sure that the attack vector can be replaced into the training set. Once the attack vector is replaced into the training set, whether it is replaced into the positive sample set or negative sample set, the retraining result will be impacted. With the increase of the number of the attack vectors, the effect on training results becomes more significant. Essentially, it is the migration of the hyperplane that leads to the change of the training result. If the attack vectors can make the hyperplane continually move towards a direction which has an adverse effect on training result, the detection effect of the detector will be reduced continually.

The vulnerability is inevitable unless the training set is not updated. Unfortunately, the operation state of the smart grid, which is constantly changing, needs the regular update of the training set. Therefore, the attackers can utilize this vulnerability.

3.2. Attack Method for the Detector Based on SVM

Based on the vulnerability of the detector based on SVM, we propose an attack method.

We make two assumptions: (1) The attacker has the ability to modify the data in the sensors to arbitrary value; (2) The transmission of measurement data from the sensors to the control center has no transmission error.

We know that changes in the training set will affect the training results of SVM. It is a root of the vulnerability and the attack method proposed in this article is based on this point. We focus on the position of the training set into which the attackers inject the data and how the data is injected. The attack method will be described in detail next.

For the convenience of description, we draw a specific diagram of the SVM when the data in the training set is two-dimensional. For example, when the data is two-dimensional, the basic situation of training set and SVM classification without attack are shown in Figure 2a.
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Figure 2a. Cont.
Figure 2. The training set of SVM. (a) The normal classification of SVM; (b) Centralized injection; (c) Injecting data into the negative sample space; (d) Identically distributed injection; (e) Training set update. In these pictures, the blue circles represent positive examples, the green diamonds represent counterexamples, the red crosses represent the injected data, the black lines represent the boundaries of margin, and the red line represents the hyperplane.

Our attack goal is to shift the hyperplane of SVM. This requires the change of the data in the training set. The core of this method is how the attacker makes the hyperplane move towards the direction he wants. The direction of hyperplane migration basically falls into two categories. One is the direction towards the positive sample space, and the other is the direction towards the negative sample space. Both of these migrations will have an adverse effect on SVM detection. When the hyperplane shifts toward the positive sample space, some data that should be judged to be correct by the detector is eventually judged to be wrong. Conversely, when the hyperplane shifts toward the negative sample space, some data that should have been judged to be wrong by the detector is eventually judged to be correct. We hope to move the hyperplane towards the negative sample space direction, because it is easy to be detected as an attack when the data in the positive sample space is judged by the detector as abnormal data in the smart grid. For moving the hyperplane towards the negative sample space direction, there are two approaches. One is injecting the data into the positive sample space near the
hyperplane. The other is injecting the data into the negative sample space far from the hyperplane. When the data is two-dimensional, the two approaches are respectively shown in Figure 2b,c. In the actual smart grid, if the measurement data measured by the certain sensors is always judged as normal data by the detector, the control center will mark the sensors as the damaged sensors and cannot transmit their measurement data into state estimation module. Therefore, the attackers must adopt the former approach for continuously injecting data into the training set.

Next, we define two injection modes: centralized injection and identically distributed injection.

**Centralized injection:** The attackers inject a large amount of data into a given area of the sample space of the training set. Its advantage is that it has a quick effect on the training results, and the disadvantage is that it is easily detected by the detector. For example, when the data is two-dimensional, this injection mode is specifically shown in Figure 2b. In Figure 2b, the distribution of the injected data is obviously different from the distribution of the positive sample. In the figure, the injected samples are basically kept near the upper boundary of the margin and they are more concentrated, while the positive sample space is more decentralized.

**Identically distributed injection:** The attackers inject the data whose distribution is similar to the distribution of data in the training set. The advantage is that it is not easily detected by the detector. The disadvantage is that it has slower effects on the training results than centralized injection. For example, when the data is two-dimensional, this injection mode is specifically shown in Figure 2d. In Figure 2d, the injected samples are obtained by moving the positive samples 2.5 units downwards, so the distribution of the injection data is similar to the distribution of the training set data.

If the attackers use the centralized injection, the detector can compare the distribution of the data that are detected in the buffer with the distribution of the training set data. Then, the detector can obtain a value which represents the degree of similarity. When the value is larger than a certain threshold, the detector can identify the anomalies. Obviously, using the centralized injection, it is easy for the value of similarity to exceed the threshold. Therefore, the centralized injection is easy to be detected. Unfortunately, it is very difficult for the detector to detect the attack behavior when the attackers utilize the identically distributed injection mode and the distance from the injection data to replaced data in the training set is small. Since the identical distribution injection is difficult to detect by the detector, we mainly discuss this injection mode.

The update of the training set refers to replacing the oldest data in the training set with the detected data in buffer, and its essence is the movement of the training set samples. After training data is completely updated, for example, when the data is two-dimensional and the identically distributed injection is used, the distribution of the data in the training set is shown in Figure 2e.

The attackers can inject data into the positive sample space near the hyperplane. It will lead to the positive samples in the training set moving towards the hyperplane. In next subsection, we will prove that this change in the training set can shift the hyperplane to the side of the negative sample space.

### 3.3. The Limitation of the Detector Based on SVM

When the positive samples in the training set move towards the hyperplane, the hyperplane will move towards the negative sample space. Next, it is proved.

Give the training set $D = \{(x_1, y_1), (x_2, y_2), \cdots, (x_m, y_m)\}$, where, $x = (x_1, x_2, \cdots, x_d)^T$, $d$ is the number of the dimensions of a single sample point, and $y_i \in \{-1, +1\}$ is the label value of the sample points.

In the sample space, the hyperplane can be described by a linear Equation (6) [24]:

$$\omega^T + b = 0$$

where, $\omega = (\omega_1, \omega_2, \cdots, \omega_m)^T$ is the normal vector which determines the direction of the hyperplane, and $b$ is a displacement term which determines the distance between the hyperplane and the origin.
The hyperplane can be uniquely determined by \( \omega \) and \( b \), and it is recorded as \((\omega, b)\). The distance from arbitrary point \( x \) to the hyperplane \((\omega, b)\) in the sample space is
\[
r = \frac{|\omega^T x + b|}{\|\omega\|}
\]
(7)

We assume that the hyperplane can classify the training samples correctly. That is, for every sample point \((x_i, y_i) \in D\), if \( y_i = +1 \), then \( \omega^T x_i + b > 0 \); if \( y_i = -1 \), then \( \omega^T x_i + b < 0 \), which is
\[
\begin{cases}
r_i = \frac{\omega^T x_i + b}{\|\omega\|}, & y_i = +1 \\
r_i = -\frac{\omega^T x_i + b}{\|\omega\|}, & y_i = -1
\end{cases}
\]
(8)

The problem is converted to determine the value of \( \omega \) and \( b \) to minimize the objective function. The objective function is (9):
\[
\min \left| \sum_{i=1}^{m} r_i \right|
\]
(9)

Ideally, the value of (9) can be equal to zero. For ease of proof, it may be assumed that (9) = 0. We assume that when \( y_i = +1 \),
\[
\sum_{i=1}^{m} r_i = \mu
\]
(10)

Then when \( y_i = -1 \),
\[
\sum_{i=1}^{m} r_i = -\mu
\]
(11)

Arbitrarily take \( n (0 < n < m) \) points from \( D \) to satisfy \( y_i = +1 \). The \( n \) points move in the opposite direction of \( \omega \), that is, towards the hyperplane direction. We assume that the moving distance is \( \sigma \), and \( \sigma < |r_i| \). When \( y_i = +1 \),
\[
\sum_{i=1}^{m} r_i = \mu - n\sigma
\]
(12)

Then,
\[
\left| \sum_{i=1}^{m} r_i \right| = | -\mu + \mu - n\sigma | = n\sigma > 0
\]
(13)

In order to minimize the value of (9), when \( y_i = -1 \), the left side of the equal sign of (11) must become large. Thus, the values of \( \omega \) and \( b \) in the hyperplane need to be redetermined. Obviously, because this can reduce the value of (9) and keep a balance between the positive samples and the negative samples, the direction of movement of the hyperplane will be essentially the same as the opposite direction of \( \omega \). In other words, the hyperplane shifts towards the side of points which satisfy \( y_i = -1 \).

3.4. The Detection Method

We have mentioned two injection modes: centralized injection and identically distributed injection. Next, we will propose the detection methods in order to detect the attack and decrease the attack effect in actual smart grid.

When the attackers use the centralized injection, we can detect the attack through comparing the distribution of the data in the buffer with the distribution of the training set data. We can quantify the difference level between the distribution of the data in the buffer with the distribution of the training set data. If the quantitative difference reaches the threshold, the detector can get the result that there is an attack.
However, when the attackers use the identically distributed injection, it is difficult to detect the attack because the change of training set led by the attack may become in actual smart grid which is running normally. There are many factors that can cause the changes of the measure data, and then the training set will change. For example, when the weather and the population change, the need of active power will change. The change led by the external factors is similar to the change led by the attack using the identically distributed injection. Therefore, it is important to judge the truth of the factors which can influence the smart grid. We can estimate the influence degree led by the external factors, and then compare with the change degree of the training set. If the quantitative difference surpasses the range of threshold value, the detector can judge that there is an attack; conversely, the detector can judge that there is no attack.

4. Numerical Results

In this section, we prove the effectiveness of the attack method through experiments. It can decrease the accuracy of the detector.

We performed simulation experiments on three systems: IEEE-14bus system, IEEE-39bus system, and IEEE-118bus system. The compile and run environment was MATLAB, using MATPOWER 6.0 toolkit. In this experiment, the initial training set included 10,000 positive samples and 5000 negative samples. The positive samples were generated by the function of MATPOWER. We assumed the results of the calculation of the function were correct, and the error range was allowed within 3%. The negative samples were generated by adding the random vector $e_1$ to positive samples, and they were beyond the error range, where, $e_1$ satisfied the Gaussian distribution with a mean of zero and a variance of $\mu_1$. The test set had 10,000 pieces of data which were generated by adding the random vector $e_2$ to positive samples, and $e_2$ satisfied a Gaussian distribution with a mean of zero and a variance of $\mu_2$ ($\mu_2 < \mu_1$). When the amount of buffered data reached 5% of the training set, that is, 750 pieces of data, the training set would be updated. The updated part was the 750 pieces of data which remained the longest time in the training set. In this experiment, the identically distributed injection was used, and the specific results are detailed as follows.

The results of the experiment are as shown in Figures 3 and 4. In Figure 3, the horizontal axis represents the amount of FDI, and the values on the horizontal axis represent the percentage of the training set. The longitudinal axis represents the accuracy of the detection result obtained by the detector detecting the test set, and the unit of the value is the percentage. The value of the horizontal axis can exceed 100% because the injection process should not end when the data of the initial training set is completely updated. As the injection process continues, the update of the training set is continuing, as well as replacing the oldest data in the training set.

![Figure 3](image1.png)

(a) injection ratio vs accuracy rate
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(b) injection ratio vs accuracy rate

Figure 3. Cont.
The accuracy rate in this picture is the accuracy of the latest update whose occurrence time is the most near the entire number of seconds. When the time reaches 50 s, the accuracy of 14bus system is only 33.74%, while the accuracy of 118bus system is still at a high level, which is 76.35%. The results show that the attacking time increases when the number of nodes increases. When the injection ratio is lower than 20%, the accuracy rate does not decrease significantly and is basically at the same level. The attack may have no effect on the system. Unfortunately, after the injection ratio reaches 50%, the accuracy rate will decrease obviously with the injection ratio increasing. The results cannot change completely even though the simulation environment changes. Figure 4a describes the relationship between the amount of FDI and time. In the process of the experiment, it was found that the amount of FDI was basically linear with time. When the amount of FDI is 200%, the time spent by three systems was recorded. In the IEEE-14bus system, it is 37.274 s; in the IEEE-39bus system, it is 43.016 s; in the IEEE-118bus system, it is 54.218 s. As the nodes increase, the dimensions of the training set are also increased, and the training time of SVM will increase. Figure 4a shows the effect this produces. Figure 4b describes the relationship between attack time and attack effect (accuracy). Because the cache capacity is 5% of the training set, it is difficult to guarantee that the update time is just the entire number of seconds. The accuracy rate in this picture is the accuracy of the latest update whose occurrence time is the most near the entire number of seconds. When the time reaches 50 s, the accuracy of 14bus system is only 33.74%, while the accuracy of 118bus system is still at a high level, which is 76.35%. The results show that the attacking time increases when the number of nodes increases.

Figure 3a–c respectively describe the amount of FDI when the accuracy is reduced to 50% in the three simulation environments. In the IEEE-14bus system, when the amount of FDI reaches 230%, the accuracy of detection result for test set is reduced to less than 50%, which is 49.83%. In the IEEE-39bus system, the amount of FDI is slightly increased, which needs to be 245%, and the accuracy is 49.04%. In the IEEE-118bus system, the amount of FDI needs to reach 260%, and the accuracy is 48.86%. It is obvious that when the number of nodes increases, the number of FDI attacks will be increased in order to achieve the same attack effect. There are two main reasons. On the one hand, with the increase of the number of nodes, the dimension of the data in the training set will be increased, which, to a certain extent, will reduce the effect on the training results when attackers inject the same amount of false data. On the other hand, because of the number of nodes is increasing, the relationship between the nodes will limit the generation range of constructing the attack vectors, and the distance between attack vectors and normal data will decrease, which will then reduce the impact on training results.

Figure 3d depicts the comparison of the different reactions among the three simulation environments during the injection from 0 to 200%. This figure shows that the difficulty level of the attack increases when the nodes increase. When the injection ratio is lower than 20%, the accuracy rate does not decrease significantly and is basically at the same level. The attack may have no effect on the system. Unfortunately, after the injection ratio reaches 50%, the accuracy rate will decrease obviously with the injection ratio increasing. The results cannot change completely even though the simulation environment changes. Figure 4a describes the relationship between the amount of FDI and time. In the process of the experiment, it was found that the amount of FDI was basically linear with time. When the amount of FDI is 200%, the time spent by three systems was recorded. In the IEEE-14bus system, it is 37.274 s; in the IEEE-39bus system, it is 43.016 s; in the IEEE-118bus system, it is 54.218 s. As the nodes increase, the dimensions of the training set are also increased, and the training time of SVM will increase. Figure 4a shows the effect this produces. Figure 4b describes the relationship between attack time and attack effect (accuracy). Because the cache capacity is 5% of the training set, it is difficult to guarantee that the update time is just the entire number of seconds. The accuracy rate in this picture is the accuracy of the latest update whose occurrence time is the most near the entire number of seconds. When the time reaches 50 s, the accuracy of 14bus system is only 33.74%, while the accuracy of 118bus system is still at a high level, which is 76.35%. The results show that the attacking time increases when the number of nodes increases.
Figure 4. The results of the influence of the time. (a) Time of injection; (b) The relationship between time and attack effect. The time unit is the second (s).

5. Conclusions

In this paper, we propose an attack method for the FDI detector based on SVM. The attackers can make it possible to inject data into the training set by constructing attack vectors which are in the positive sample space. We performed research on the influence of the training results when the training set is changed and analyzed the different effects of the centralized injection and identically distributed injection on the training results. Then, we proposed the solutions to detect the attack. In the actual smart grid, there are many factors that can cause the changes of the measure data, and the effect of some factors may be similar to the effect of an attack using identically distributed injection. Therefore, the identical distribution injection mode is difficult to detect, which can increase the achievability of the attack. We consider the detector should add a module which can judge the truth of the factors and we will further study how to detect the attack effectively. In short, there are some problems that need to be considered when we used the detector based on the SVM to detect the FDI attacks, and further research is needed.
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