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Abstract: The purpose of the paper is to study new algebraic operations and fundamental properties of totally dependent-neutrosophic sets and totally dependent-neutrosophic soft sets. First, the in-coordination relationships among the original inclusion relations of totally dependent-neutrosophic sets (called type-1 and type-2 inclusion relations in this paper) and union (intersection) operations are analyzed, and then type-3 inclusion relation of totally dependent-neutrosophic sets and corresponding type-3 union, type-3 intersection, and complement operations are introduced. Second, the following theorem is proved: all totally dependent-neutrosophic sets (based on a certain universe) determined a generalized De Morgan algebra with respect to type-3 union, type-3 intersection, and complement operations. Third, the relationships among the type-3 order relation, score function, and accuracy function of totally dependent-neutrosophic sets are discussed. Finally, some new operations and properties of totally dependent-neutrosophic soft sets are investigated, and another generalized De Morgan algebra induced by totally dependent-neutrosophic soft sets is obtained.
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1. Introduction

In the real world, uncertainty exists universally, so uncertainty becomes the research object of many branches of science. In order to express and deal with uncertainty, many mathematical tools and methods have been put forward, for example, probability theory, fuzzy set theory [1], intuitionistic fuzzy set [2], and soft set theory [3], and these theories have been widely used in many fields [4–17].

As a general framework, F. Smarandache proposed the concept of a neutrosophic set to deal with incomplete, indeterminate, and inconsistent decision information [18]. A neutrosophic set includes truth membership, falsity membership, and indeterminacy membership. In this paper, we only discuss single-valued neutrosophic sets [19]. Recently, the neutrosophic set theory has been applied to many scientific fields (see [20–25]).

In 2006, F. Smarandache introduced, for the first time, the degree of dependence (and consequently the degree of independence) between the components of the fuzzy set, and also between the components of the neutrosophic set [26]. In 2016, the refined neutrosophic set was generalized to the degree of dependence or independence of subcomponents [26]. In this paper, we will discuss a special kind of neutrosophic set, that is, a totally dependent-neutrosophic set. A neutrosophic set A
on the universe \( X \) is called totally dependent if \( T_A, I_A, F_A \) are 100% dependent, that is \( T_A(x) + I_A(x) + F_A(x) \leq 1 \) for any \( x \) in \( X \).

It should be noted that a “totally dependent-neutrosophic set” is also known as a picture fuzzy set (see [27–29]) or standard neutrosophic set (see [30]). But, F. Smarandache, for the first time, used the name “totally dependent”, so this name will be used from the beginning of this article.

This paper tried to prove the new ordering relation on \( D^* \) that is given in paper [29] (it is named as type-3 ordering relation in this paper) as a partial ordering relation and consider some new operations on totally dependent-neutrosophic sets and totally dependent-neutrosophic soft sets. In Section 2, we first review some basic notions of intuitionistic fuzzy sets, fuzzy soft sets, totally dependent-neutrosophic sets, and so on. Moreover, we analyze the in-coordination relationships among the original inclusion relations of totally dependent-neutrosophic sets (picture fuzzy sets), called type-1 inclusion relation, and type-2 inclusion relation in this paper; and union (intersection) operations. In Section 3, we prove that the type-3 ordering relation is a partial ordering relation and \( D^* \) makes up a lattice about type-3 intersection and type-3 union relations. In Section 4, new algebraic operations (called type-3 union and type-3 intersection) of totally dependent-neutrosophic sets are given with their operations rules. Additionally, we point out that all totally dependent-neutrosophic sets on a certain universe make up generalized De Morgan algebra about the type-3 intersection operation, type-3 union operation, and complement operation. In Section 5, we study some new operations and properties of totally dependent-neutrosophic soft sets (that is, picture fuzzy soft sets) and show that, for the appointed parameter set, totally dependent-neutrosophic soft sets over a certain universe make up generalized De Morgan algebra about type-3 intersection, type-3 union, and complement operations.

2. Preliminaries and Motivation

2.1. Some Basic Concepts

We will now review several basic concepts of intuitionistic fuzzy sets, fuzzy soft sets, standard neutrosophic sets (picture fuzzy sets), and so on.

**Definition 1** [2]. Let \( X \) be a nonempty set (universe). An intuitionistic fuzzy set \( A \) on \( X \) is an object of the form:

\[ A = \{(x, \mu_A(x), \nu_A(x)) | x \in X\}, \]

where \( \mu_A(x), \nu_A(x) \in [0, 1], \mu_A(x) + \nu_A(x) \leq 1 \) for all \( x \) in \( X \). \( \mu_A(x) \in [0, 1] \) is named the “degree of membership of \( x \) in \( A \)”, and \( \nu_A(x) \) is named the “degree of non-membership of \( x \) in \( A \)”.

**Definition 2** [6]. Assume that \( F(U) \) is the set of all fuzzy sets on \( U \), and \( E \) is a set of parameters, \( A \subseteq E \). If \( F \) is a mapping given by \( F:A \rightarrow F(U) \), then the pair \( \langle F, A \rangle \) is known as a fuzzy soft set over \( U \).

**Definition 3** [26,27]. Let \( X \) be a nonempty set (universe). A totally dependent-neutrosophic set (or picture fuzzy set) \( A \) on \( X \) is an object of the form:

\[ A = \{(x, \mu_A(x), \eta_A(x), \nu_A(x)) | x \in X\}, \]

where \( \mu_A(x), \eta_A(x), \nu_A(x) \in [0, 1], \mu_A(x) + \eta_A(x) + \nu_A(x) \leq 1 \), for all \( x \) in \( X \). \( \mu_A(x) \) is named as the “degree of positive membership of \( x \) in \( A \)”, \( \eta_A(x) \) is named as the “degree of neutral membership of \( x \) in \( A \)”, and \( \nu_A(x) \) is named the “degree of negative membership of \( x \) in \( A \)”.

Let \( \text{TDNS}(X) \) denote the set of all totally dependent-neutrosophic sets (or picture fuzzy sets) on \( X \).
Definition 4 [26,28]. Assume that \( U \) is an initial universe set and \( E \) is a set of parameters, \( A \subseteq E \). If \( F \) is a mapping given by \( F: A \rightarrow \text{TDNSS}(U) \), then the pair \((F, A)\) is called a totally dependent-neutrosophic soft set (or picture fuzzy soft set) over \( U \).

Obviously, a totally dependent-neutrosophic soft set (TDNSSs) is a mapping from parameters to \( \text{TDNSS}(U) \). It is a parameterized family of totally dependent-neutrosophic sets of \( U \). Clearly, \( \forall e \in A, F(e) \) can be written as a totally dependent-neutrosophic set such that:

\[
F(e) = \left\{ (x, \mu_{F(e)}(x), \eta_{F(e)}(x), \nu_{F(e)}(x)) \mid x \in U \right\},
\]

where \( \mu_{F(e)}(x), \eta_{F(e)}(x), \) and \( \nu_{F(e)}(x) \) are the positive membership, neutral membership, and negative membership functions, respectively.

Remark 1. For inclusion relation and basic algebraic operations of totally dependent-neutrosophic sets (or picture fuzzy sets), we can define them as special simple-valued neutrosophic sets, that is (see [18, 19], we will call them type-1 operations): for every two totally dependent-neutrosophic sets (TDNSSs) \( A \) and \( B \),

1. \( A \subseteq B \) if \( \forall x \in X, \mu_A(x) \leq \mu_B(x), \eta_A(x) \geq \eta_B(x), \nu_A(x) \geq \nu_B(x); \)
2. \( A = B \) if \( A \subseteq B \) and \( B \subseteq A; \)
3. \( A \cup_1 B = \{(x, \max(\mu_A(x), \mu_B(x)), \min(\eta_A(x), \eta_B(x)), \min(\nu_A(x), \nu_B(x))) \mid x \in X\}; \)
4. \( A \cap_1 B = \{(x, \min(\mu_A(x), \mu_B(x)), \max(\eta_A(x), \eta_B(x)), \max(\nu_A(x), \nu_B(x))) \mid x \in X\}; \)
5. \( \text{co}(A) = A^c = \{(x, v_A(x), \eta_A(x), \mu_A(x)) \mid x \in X\} \).

In [27], inclusion relation and basic algebraic operations of totally dependent-neutrosophic sets (or picture fuzzy sets) are defined using another approach, and we will call them type-2 operations.

Definition 5 [27]. For every two totally dependent-neutrosophic sets (TDNSSs) \( A \) and \( B \), type-2 inclusion relation, union, intersection operations, and the complement operation are defined as follows:

1. \( A \subseteq B \) if \( \forall x \in X, \mu_A(x) \leq \mu_B(x), \eta_A(x) \leq \eta_B(x), \nu_A(x) \geq \nu_B(x); \)
2. \( A = B \) if \( A \subseteq B \) and \( B \subseteq A; \)
3. \( A \cup_2 B = \{(x, \max(\mu_A(x), \mu_B(x)), \min(\eta_A(x), \eta_B(x)), \min(\nu_A(x), \nu_B(x))) \mid x \in X\}; \)
4. \( A \cap_2 B = \{(x, \min(\mu_A(x), \mu_B(x)), \max(\eta_A(x), \eta_B(x)), \max(\nu_A(x), \nu_B(x))) \mid x \in X\}; \)
5. \( \text{co}(A) = A^c = \{(x, v_A(x), \eta_A(x), \mu_A(x)) \mid x \in X\} \).

Remark 2. It should be noted that the type-2 operations here (for totally dependent-neutrosophic sets) are not the same as in the literature [25] (for neutrosophic sets).

Proposition 1 [27]. For every TDNSS's \( A, B, \) and \( C \), the following assertions are true:

1. If \( A \subseteq B \) and \( B \subseteq C \), then \( A \subseteq C; \)
2. \((A^c)^c = A; \)
3. \( A \cap_2 B = B \cap_2 A, A \cup_2 B = B \cup_2 A; \)
4. \((A \cap_2 B) \cap_2 C = A \cap_2 (B \cap_2 C), (A \cup_2 B) \cup_2 C = A \cup_2 (B \cup_2 C); \)
5. \((A \cap_2 B) \cup_2 C = (A \cup_2 C) \cup_2 (B \cup_2 C), (A \cup_2 B) \cap_2 C = (A \cap_2 C) \cap_2 (B \cap_2 C); \)
6. \((A \cap_2 B)^c = A^c \cup_2 B^c, (A \cup_2 B)^c = A^c \cap_2 B^c.\)

Definition 6 [31]. Assume that \( \alpha = (\mu_{\alpha}, \eta_{\alpha}, \nu_{\alpha}, \rho_{\alpha}) \) is a totally dependent-neutrosophic number (picture fuzzy number), where \( \mu_{\alpha} + \eta_{\alpha} + \nu_{\alpha} \leq 1 \) and \( \rho_{\alpha} = 1 - \mu_{\alpha} - \eta_{\alpha} - \nu_{\alpha} \). The mapping \( S(\alpha) = \mu_{\alpha} - \nu_{\alpha} \) is called the score function, and the mapping \( H(\alpha) = \mu_{\alpha} + \eta_{\alpha} + \nu_{\alpha} \) is called the accuracy function, where \( S(\alpha) \in [-1, 1], H(\alpha) \in [0, 1] \). Moreover, for any two totally dependent-neutrosophic numbers (picture fuzzy number) \( \alpha \) and \( \beta \),
(1) when $S(\alpha) > S(\beta)$, we say that $\alpha$ is superior to $\beta$, and it is expressed by $\alpha \succ \beta$;
(2) when $S(\alpha) = S(\beta)$, then
   (i) when $H(\alpha) = H(\beta)$, we say that $\alpha$ is equivalent to $\beta$, and it is expressed by $\alpha \sim \beta$;
   (ii) when $H(\alpha) > H(\beta)$, we say that $\alpha$ is superior to $\beta$, and it is expressed by $\alpha \succ \beta$.

**Definition 7** [32]. Let $(M, \lor, \land, \neg, 0, 1)$ be a universal algebra. Then $(M, \lor, \land, \neg, 0, 1)$ is called a generalized De Morgan algebra (or GM-algebra), if $(M, \lor, \land, 0, 1)$ is a bounded lattice and the unary operation satisfies the identities:

1. $(x^\neg)^\neg = x$;
2. $(x \land y)^\neg = x^\neg \lor y^\neg$;
3. $1^\neg = 0$.

### 2.2. On Inclusion Relations of Totally Dependent-Neutrosophic Sets (Picture Fuzzy Sets)

In Ref. [29], the set $D^*$ is defined as follows:

$$D^* = \left\{ x = (x_1, x_2, x_3) \left| x \in [0,1]^3, x_1 + x_2 + x_3 \leq 1 \right. \right\}.$$

When $x \in D^*$, it is denoted by $x = (x_1, x_2, x_3)$, that is, the first component of $x$ is expressed by $x_1$, the second component of $x$ is expressed by $x_2$, and the third component of $x$ is expressed by $x_3$. Moreover, the units of $D^*$ are expressed by $1_{D^*} = (1, 0, 0)$ and $0_{D^*} = (0, 0, 1)$, respectively.

It can easily be seen that a totally dependent-neutrosophic set

$$A = \{ (x, \mu_A(x), \eta_A(x), \nu_A(x)) \mid x \in X \},$$

can be regarded as a $D^*$-fuzzy set, that is, a mapping of:

$$A : X \rightarrow D^* : x \rightarrow (\mu_A(x), \eta_A(x), \nu_A(x)).$$

By Definition 5(1), the original inclusion relation of totally dependent-neutrosophic sets is built on the following order relation on $D^*$ (it is named a type-2 inclusion relation in this paper):

$$\forall x, y \in D^*, x \leq_{2} y \Leftrightarrow (x_1 \leq y_1) \land (x_2 \leq y_2) \land (x_3 \geq y_3).$$

The above “$\land$” denotes “and”. Then, $A \subseteq_{2} B$ if and only if $(\forall x \in X) (\mu_A(x), \eta_A(x), \nu_A(x)) \leq_{2} (\mu_B(x), \eta_B(x), \nu_B(x))$.

Accordingly, type-2 union, intersection, and complement operations in Definition 5 are denoted as the following:

$$A \cup_{2} B = \{ (\max(\mu_A(x), \mu_B(x)), \min(\eta_A(x), \eta_B(x)), \min(\nu_A(x), \nu_B(x))) \mid x \in X \} = \{ \mu_A(x), \min(\eta_A(x), \eta_B(x)), \nu_B(x) \} \lor_{2} \{ \mu_B(x), \eta_A(x), \eta_B(x) \};$$

$$A \cap_{2} B = \{ (\min(\mu_A(x), \mu_B(x)), \min(\eta_A(x), \eta_B(x)), \max(\nu_A(x), \nu_B(x))) \mid x \in X \} = \{ \mu_A(x), \eta_A(x), \nu_A(x) \} \land_{2} \{ \mu_B(x), \nu_A(x), \nu_B(x) \};$$

$$A^{c_{2}} = \{ (\nu_A(x), \eta_A(x), \mu_A(x)) \mid x \in X \} = \{ (\mu_A(x), \eta_A(x), \nu_A(x))^{c_{2}} \mid x \in X \}.$$

Now, we discuss the in-ordination relationships among type-2 inclusion relations of totally dependent-neutrosophic sets and type-2 union (intersection) operations. Consider the following examples.
Example 1. Let $x = (0.3, 0.4, 0.1), y = (0.4, 0.3, 0.2) \in D^*$. Then,

$$x \lor_2 y = (0.4, 0.3, 0.1), x \land_2 y = (0.3, 0.3, 0.2).$$

Therefore, $x \notin_2 x \lor_2 y$. This means that $x \lor_1 y$ is not an upper bound of $x$ and $y$. Moreover,

$$x \lor_2 (x \land_2 y) = (0.3, 0.3, 0.1) \neq x.$$

It follows that the absorption law is not true for $\lor_2$ and $\land_2$.

Example 2. Let $x = (0.3, 0.4, 0.2), y = (0.4, 0.35, 0.1) \in D^*$. Then,

$$x \leq_2 y, x \lor_2 y = (0.4, 0.35, 0.1) \neq y.$$

This means that $x \leq_2 y \Rightarrow x \lor_2 y = y$.

The above examples show that the type-2 inclusion relation of totally dependent-neutrosophic sets is inconsistent with the union and intersection operations. Now, we introduce a new inclusion of totally dependent-neutrosophic sets.

Definition 8. Assume that $A$ and $B$ are two totally dependent-neutrosophic sets on $X$. Then, the relation $\subseteq_3$ defined as the following is called a type-3 inclusion relation: $A \subseteq_3 B$ when and only when

for all $x$ in $X$, $(\mu_A(x) < \mu_B(x), \nu_A(x) \geq \nu_B(x))$, or $(\mu_A(x) = \mu_B(x), \nu_A(x) > \nu_B(x))$, or $(\mu_A(x) = \mu_B(x), \nu_A(x) = \nu_B(x)$ and $\eta_A(x) \leq \eta_B(x)$).

It should be noted that the relation $\subseteq_3$ is built on the following order relation on $D^*$ (see [29], it is named a type-3 order relation):

$$x \leq_3 y \iff ((x_1 < y_1) \land (x_3 \geq y_3)) \lor ((x_1 = y_1) \land (x_3 > y_3)) \lor ((x_1 = y_1) \land (x_3 = y_3) \land (x_2 \leq y_2)).$$

Here, “$\land$” represents the logic and operation, and “$\lor$” represents the logic or operation.

Remark 3. To avoid confusion, type-3 order relation on $D^*$ is represented by the symbol “$\leq_3$”. The strict proof process of the basic properties of the order relation “$\leq_3$” is not given in the literature [29], and these proofs are presented in this article (see next section). In addition, if $x \leq_3 y$ and $y \leq_3 x$ are not true for $x, y \in D^*$, then $x$ is not comparable to $y$, which is expressed by $x \parallel y$.

3. On Type-3 Ordering Relation

In this section, we first prove that $(D^*, \leq_3)$ is a partial ordered set. Then, we prove that $D^*$ makes up a lattice through type-3 intersection and type-3 union operations.

Proposition 2. Let $D^* = \left\{ x = (x_1, x_2, x_3) | x \in [0,1]^3, x_1 + x_2 + x_3 \leq 1 \right\}$. Then $(D^*, \leq_3)$ is a partial ordered set.

Proof. Suppose $x, y, z \in D^*$.

1. By the definition of $\leq_3$, we have $x \leq_3 x$.
2. Assume that $x \leq_3 y$ and $y \leq_3 x$, then

   Case 1: $x_1 < y_1$ and $x_3 \geq y_3$. According to the definition of $y \leq_3 x$, we can get $x_1 \geq y_1$, which is contradictory.
Case 2: $x_1 = y_1$ and $x_3 > y_3$. According to the definition of $y \leq_3 x$, we can get $x_3 \leq y_3$, which is contradictory.

Case 3: $x_1 = y_1$ and $x_3 = y_3$. From $x \leq_3 y$, we have $x_2 \leq y_2$; also from $y \leq_3 x$, we have $x_2 \geq y_2$.

Thus, $x_2 = y_2$.

It follows that, $(x \leq_3 y$ and $y \leq_3 x) \Rightarrow (x_1 = y_1, x_2 = y_2$ and $x_3 = y_3) \Rightarrow x = y$.

(3) Assume that $x \leq_3 y, y \leq_3 z$, then

Case 1: $(x_1 < y_1, x_3 \geq y_3)$ and $(y_1 < z_1, y_3 \geq z_3)$. It follows that $x_1 < z_1$ and $x_3 \geq z_3$, thus $x \leq_3 z$.

Case 2: $(x_1 = y_1, x_3 > y_3)$ and $(y_1 = z_1, y_3 > z_3)$. It follows that $x_1 = z_1$ and $x_3 > z_3$, thus $x \leq_3 z$.

Case 3: $(x_1 = y_1, x_3 = y_3, x_2 \leq y_2)$ and $(y_1 = z_1, y_3 = z_3, y_2 \leq z_2)$. It follows that $x_1 = z_1$, $x_3 = z_3$ and $x_2 \leq z_2$, thus $x \leq_3 z$.

Case 4: $(x_1 < y_1, x_3 \geq y_3)$ and $(y_1 = z_1, y_3 \geq z_3)$. It follows that $x_1 < z_1$ and $x_3 \geq z_3$, thus $x \leq_3 z$.

Case 5: $(x_1 < y_1, x_3 \geq y_3)$ and $(y_1 = z_1, y_3 = z_3, y_2 \leq z_2)$. It follows that $x_1 < z_1, x_3 \geq z_3$ and $y_2 \leq z_2$, thus $x \leq_3 z$.

Case 6: $(x_1 = y_1, x_3 > y_3)$ and $(y_1 < z_1, y_3 \geq z_3)$. It follows that $x_1 < z_1$ and $x_3 \geq z_3$, thus $x \leq_3 z$.

Case 7: $(x_1 = y_1, x_3 > y_3)$ and $(y_1 = z_1, y_3 = z_3, y_2 \leq z_2)$. It follows that $x_1 = z_1, x_3 \geq z_3$ and $y_2 \leq z_2$, thus $x \leq_3 z$.

Case 8: $(x_1 = y_1, x_3 = y_3, x_2 \leq y_2)$ and $(y_1 < z_1, y_3 \geq z_3)$. It follows that $x_1 < z_1, x_3 \geq z_3$ and $x_2 \leq y_2$, thus $x \leq_3 z$.

Case 9: $(x_1 = y_1, x_3 = y_3, x_2 \leq y_2)$ and $(y_1 = z_1, y_3 > z_3)$, then $x_1 = z_1, x_3 > z_3$ and $x_2 \leq y_2$, thus $x \leq_3 z$.

It follows that, $(x \leq_3 y$ and $y \leq_3 z) \Rightarrow x \leq_3 z$.

Therefore, $(D^*, \leq_3)$ is a partial ordered set. □

**Remark 4.** It is important to note that the set $D^*$ in this paper is different from the set $D^*$ of the literature [25]. It follows that the corresponding type-3 intersection, type-3 union, and type-3 complement operations in this paper and related operations in [25] are not the same, respectively. So, the relevant results of this paper are not the direct inference of the results in [25] (although the research ideas are similar), and the readers must pay attention to it.

**Proposition 3.** Two operations are defined on $D^*$ as follows: $\forall x, y \in D^*$,

\[
x \wedge_3 y = \begin{cases} 
  x, & \text{when } x \leq_3 y \\
  y, & \text{when } y \leq_3 x \\
  (\min(x_1, y_1), 1 - \min(x_1, y_1) - \max(x_3, y_3), \max(x_3, y_3)), & \text{otherwise}
\end{cases}
\]

\[
x \vee_3 y = \begin{cases} 
  y, & \text{when } x \leq_3 y \\
  x, & \text{when } y \leq_3 x \\
  (\max(x_1, y_1), 0, \min(x_3, y_3)), & \text{otherwise}
\end{cases}
\]

Then, $x \wedge_3 y = \inf(x, y)$, $x \vee_3 y = \sup(x, y)$, and $(D^*, \leq_3)$ is a lattice.

**Proof.** Suppose that $x \leq_3 y$ or $y \leq_3 x$, then, by the definition of “$\wedge_3$”, $x \wedge_3 y$ is the largest lower bound of $x, y$, i.e., $x \wedge_3 y = \inf(x, y)$. Moreover, suppose that $x \leq_3 y$ or $y \leq_3 x$, then $x \vee_3 y$ is the smallest upper bound of $x, y$, i.e., $x \vee_3 y = \sup(x, y)$.

Next, assume that $x \parallel_3 y$. Then, from the definitions of “$\wedge_3$” and “$\vee_3$”, we have:

\[
x \wedge_3 y = (\min(x_1, y_1), 1 - \min(x_1, y_1) - \max(x_3, y_3), \max(x_3, y_3)),
\]

\[
x \vee_3 y = (\max(x_1, y_1), 0, \min(x_3, y_3)).
\]
(1) To prove \(x \land_3 y = \inf(x, y)\): Let

\[ z = (z_1, z_2, z_3) = (\min(x_1, y_1), 1 - \min(x_1, y_1) - \max(x_3, y_3), \max(x_3, y_3)). \]

Then, \(x_1 \geq \min(x_1, y_1) = z_1, x_3 \leq \max(x_3, y_3) = z_3.\)

If \(x_1 > z_1\) and \(x_3 \leq z_3\), then \(z \leq x\).

If \(x_1 = z_1\) and \(x_3 < z_3\), then \(z \leq x\).

If \(x_1 = z_1\) and \(x_3 = z_3\), then \(y_1 \geq x_1, y_3 \leq x_3,\) and \(x \leq y\) or \(y \leq x\). This is contradictory to the assumed condition \(x \leq_3 y\).

Therefore, \(z \leq x\). In the same way, we can obtain \(z \leq y\). That is, \(z\) is a lower bound of \(x\) and \(y\).

The next goal is to prove that \(z\) is the largest lower bound of \(x\) and \(y\).

Suppose \(a = (a_1, a_2, a_3) \in D^s\) such that \(a \leq_3 x\) and \(a \leq_3 y\).

Case 1: \((a_1 < x_1, a_3 \geq x_3)\) and \((a_1 < y_1, a_3 \geq y_3)\). It follows that \(a_1 < \min(x_1, y_1) = z_1\) and \(a_3 \geq \max(x_3, y_3) = z_3\), thus \(a \leq z\).

Case 2: \((a_1 = x_1, a_3 > x_3)\) and \((a_1 = y_1, a_3 > y_3)\). It follows that \(a_1 = \min(x_1, y_1) = z_1\) and \(a_3 > \max(x_3, y_3) = z_3\), thus \(a \leq z\).

Case 3: \((a_1 = x_1, a_3 = x_3, a_2 \leq x_2)\) and \((a_1 = y_1, a_3 = y_3, a_2 \leq y_2)\). It follows that \(a_1 = \min(x_1, y_1) = z_1\) and \(a_3 = \max(x_3, y_3) = z_3\) and \(a_2 \leq \min(x_2, y_2)\). Since \(a_1 + a_2 + a_3 \leq 1\), so \(a_2 \leq 1 - \min(x_1, y_1) - \max(x_3, y_3) = z_2\), thus \(a \leq z\).

Case 4: \((a_1 = x_1, a_3 > x_3)\) and \((a_1 < y_1, a_3 \geq y_3)\). It follows that \(a_1 \leq \min(x_1, y_1)\) and \(a_3 \geq \max(x_3, y_3)\). If \((a_1 < \min(x_1, y_1), a_3 \geq \max(x_3, y_3))\) or \((a_1 = \min(x_1, y_1), a_3 > \max(x_3, y_3))\), then \(a \leq z\); If \(a_1 = \min(x_1, y_1)\) and \(a_3 = \max(x_3, y_3)\), from this and the hidden condition \(a_1 + a_2 + a_3 \leq 1\), we get \(a_2 \leq 1 - \min(x_1, y_1) - \max(x_3, y_3) = z_2\), hence \(a \leq z\).

Case 5: \((a_1 < x_1, a_3 \geq x_3)\) and \((a_1 = y_1, a_3 > y_3)\). It follows that \(a_1 \leq \min(x_1, y_1) = z_1\) and \(a_3 \geq \max(x_3, y_3) = z_3\). Similar to Case 4, we can get \(a \leq z\).

Case 6: \((a_1 < x_1, a_3 \geq x_3)\) and \((a_1 = y_1, a_3 = y_3, a_2 \leq y_2)\). It follows that \(y_1 < x_1\) and \(y_3 \geq x_3,\) so \(y \leq x\), it is a contradiction with hypothesis \(x \leq_3 y\).

Case 7: \((a_1 = x_1, a_3 > x_3)\) and \((a_1 = y_1, a_3 = y_3, a_2 \leq y_2)\). It follows that \(y_1 = x_1\) and \(y_3 > x_3,\) so \(y \leq x\), which is a contradiction with hypothesis \(x \leq_3 y\).

Case 8: \((a_1 = x_1, a_3 = x_3, a_2 \leq x_2)\) and \((a_1 < y_1, a_3 \geq y_3)\). It follows that \(x_1 < y_1\) and \(x_3 \geq y_3,\) so \(x \leq y\), which is a contradiction with hypothesis \(x \leq_3 y\).

Case 9: \((a_1 = x_1, a_3 = x_3, a_2 \leq x_2)\) and \((a_1 = y_1, a_3 > y_3)\). It follows that \(x_1 = y_1\) and \(x_3 > y_3,\) so \(x \leq y\), which is a contradiction with hypothesis \(x \leq_3 y\).

Hence, \(a \leq z\). That is, \(z = (\min(x_1, y_1), 1 - \min(x_1, y_1) - \max(x_3, y_3), \max(x_3, y_3))\) is the largest lower bound of \(x, y\).

(2) To prove \(x \lor_3 y = \sup(x, y)\): Let

\[ w = (w_1, w_2, w_3) = (\max(x_1, y_1), 0, \min(x_3, y_3)). \]

Then \(x_1 \leq \max(x_1, y_1) = w_1, x_3 \geq \min(x_3, y_3) = w_3.\)

If \(x_1 < w_1\) and \(x_3 \geq w_3\), then \(x \leq w\).

If \(x_1 = w_1\) and \(x_3 > w_3\), then \(x \leq w\).

If \(x_1 = w_1\) and \(x_3 = w_3\), then \(y_1 \leq x_1, y_3 \geq x_3,\) so \(y \leq x\) or \(x \leq y\), which is contradictory to the assumed condition \(x \leq_3 y\). Thus, \(x \leq w\).

In the same way, we can obtain \(y \leq w\). Hence, \(w\) is an upper bound of \(x\) and \(y\).

The next goal is to prove that \(w\) is the smallest upper bound of \(x\) and \(y\).

Assume \(a = (a_1, a_2, a_3) \in D^s\) such that \(x \leq a, y \leq a\).

Case 1: \((x_1 < a_1, x_3 \geq a_3)\) and \((y_1 < a_1, y_3 \geq a_3)\). It follows that \(a_1 > \max(x_1, y_1) = w_1\) and \(a_3 \leq \min(x_3, y_3) = w_3\). Thus, \(w \leq a\).
Case 2: \((a_1 = x_1, x_3 > a_3)\) and \((a_1 = y_1, y_3 > a_3)\). It follows that \(a_1 = \max(x_1, y_1) = w_1, a_3 < \min(x_3, y_3) = w_3, \) thus \(w \leq a\).

Case 3: \((a_1 = x_1, a_3 = x_3, x_2 \leq a_2)\) and \((a_1 = y_1, y_3 = y_2, y_2 \leq a_2)\). It follows that \(a_1 = \max(x_1, y_1) = w_1, a_3 = \min(x_3, y_3) = w_3, \) and \(a_2 \geq \max(x_2, y_2) = 0, \) thus \(w \leq a\).

Case 4: \((a_1 = x_1, x_3 > a_3)\) and \((y_1 < a_1, y_3 > a_3)\). It follows that \(a_1 \geq \max(x_1, y_1) = w_1, a_3 \leq \min(x_3, y_3) = w_3, \) if \((a_1 > \max(x_1, y_1) = w_1, a_3 \leq \min(x_3, y_3) = w_3)\) or \((a_1 = \max(x_1, y_1) = w_1, a_3 < \min(x_3, y_3) = w_3), \) then \(w \leq a\); if \(a_1 = \max(x_1, y_1) = w_1, a_3 = \min(x_3, y_3) = w_3, \) according the hidden condition \(a_2 \geq 0, \) we can get \(w \leq a\).

Case 5: \((x_1 < a_1, x_3 \geq a_3)\) and \((a_1 = y_1, y_3 > a_3). \) It follows that \(a_1 \geq \max(x_1, y_1) = w_1, a_3 \leq \min(x_3, y_3) = w_3, \) similar to Case 4, so we can get \(w \leq a\).

Case 6: \((x_1 < a_1, x_3 \geq a_3)\) and \((a_1 = y_1, a_3 = y_3, y_2 \leq a_2)\). It follows that \(x_1 < y_1, x_3 \geq y_3, \) so \(x \leq y, \) which is a contradiction with hypothesis \(x|\leq_3 y. \)

Case 7: \((a_1 = x_1, x_3 > a_3)\) and \((a_1 = y_1, a_3 = y_3, y_2 \leq a_2)\). It follows that \(y_1 = x_1, y_3 < x_3, \) so \(x \leq y, \) which is a contradiction with hypothesis \(x|\leq_3 y. \)

Case 8: \((a_1 = x_1, a_3 = x_3, x_2 \leq a_2)\) and \((y_1 < a_1, y_3 \geq a_3)\). It follows that \(y_1 < x_1, y_3 \geq x_3, \) so \(y \leq x, \) which is a contradiction with hypothesis \(x|\leq_3 y. \)

Case 9: \((a_1 = x_1, a_3 = x_3, x_2 \leq a_2)\) and \((a_1 = y_1, y_3 > a_3)\). It follows that \(y_1 = x_1, y_3 > x_3, \) so \(y \leq x, \) which is a contradiction with hypothesis \(x|\leq_3 y. \)

Hence, \(w \leq a. \) That is, \(w = (\max(x_1, y_1), 0, \min(x_3, y_3))\) is the smallest upper bound of \(x, y. \)

Integrating (1) and (2), \(x \cap_3 y = \inf(x, y), x \cup_3 y = \sup(x, y), \) and \((D^*, \leq_3)\) is a lattice. \(\Box\)


In this section, we investigate the properties of the type-3 inclusion relation of totally dependent- neutrosophic sets, and give some new operations named type-3 union, type-3 intersection, and type-3 complement of totally dependent-neutrosophic sets and study their basic properties. Moreover, we discuss the relationship between type-3 ordering relation \(\leq_3\) and the rank of totally dependent-neutrosophic sets determined by score function and accuracy function (see Definition 6).

For any totally dependent-neutrosophic sets \(A\) and \(B\) on \(X,\) applying Definition 8, we see that:

\[A \subseteq_3 B \text{ if and only if } (\mu_A(x), \eta_A(x), \nu_A(x)) \leq_3 (\mu_B(x), \eta_B(x), \nu_B(x)), \forall x \in X.\]

From this, using Proposition 2, we can get the following proposition.

**Proposition 4.** If \(A, B, \) and \(C\) are totally dependent-neutrosophic sets on \(X,\) then

1. \(A \subseteq_3 A;\)
2. \((A \subseteq_3 B, B \subseteq_3 A) \Rightarrow A = B;\)
3. \((A \subseteq_3 B, B \subseteq_3 C) \Rightarrow A \subseteq_3 C.\)

**Definition 9.** Assume that \(A\) and \(B\) are totally dependent-neutrosophic sets on \(X.\) The operations defined as follows are called a type-3 union, type-3 intersection, and type-3 complement, respectively:

1. \(A \cup_3 B(x) = \begin{cases} \left(\mu_A(x), \eta_A(x), \nu_A(x)\right), & \text{if } \left(\mu_B(x), \eta_B(x), \nu_B(x)\right) \leq_3 \left(\mu_A(x), \eta_A(x), \nu_A(x)\right) \\
\left(\mu_B(x), \eta_B(x), \nu_B(x)\right), & \text{if } \left(\mu_A(x), \eta_A(x), \nu_A(x)\right) \leq_3 \left(\mu_B(x), \eta_B(x), \nu_B(x)\right) \end{cases},\) otherwise
2. \(A \cap_3 B(x) = \begin{cases} \left(\mu_A(x), \eta_A(x), \nu_A(x)\right), & \text{if } \left(\mu_A(x), \eta_A(x), \nu_A(x)\right) \leq_3 \left(\mu_B(x), \eta_B(x), \nu_B(x)\right) \\
\left(\min(\mu_A(x), \eta_A(x), \nu_A(x)), 1 - \min(\mu_A(x), \mu_B(x)) - \max(\nu_A(x), \nu_B(x)), \max(\nu_A(x), \nu_B(x))\right), & \text{otherwise} \end{cases},\) otherwise
3. \(A^c = \{ (x, \nu_A(x), 1 - \mu_A(x) - \eta_A(x) - \nu_A(x), \mu_A(x)) \mid x \in X \}.\)
By Definition 9 and Proposition 3, we have:

**Proposition 5.** If $A$ and $B$ are totally dependent-neutrosophic sets on $X$, then

1. $A \cup_3 B = \{ (\mu_A(x), \eta_A(x), \nu_A(x)) \land_3 (\mu_B(x), \eta_B(x), \nu_B(x)) \mid x \in X \};$
2. $A \cap_3 B = \{ (\mu_A(x), \eta_A(x), \nu_A(x)) \lor_3 (\mu_B(x), \eta_B(x), \nu_B(x)) \mid x \in X \}.$

**Proposition 6.** If $A$, $B$, and $C$ are totally dependent-neutrosophic sets on $X$, then

1. $A \cap_3 A = A, A \cup_3 A = A;$
2. $A \cap_3 B = B \cap_3 A, A \cup_3 B = B \cup_3 A;$
3. $(A \cup_3 B) \cap_3 C = A \cap_3 (B \cap_3 C), (A \cup_3 B) \cap_3 C = A \cap_3 (B \cup_3 C);$
4. $A \cap_3 (B \cup_3 A) = A, A \cup_3 (B \cap_3 A) = A;$
5. $A \subseteq_3 B \iff A \cup_3 B = B; A \subseteq_3 B \iff A \cap_3 B = A.$

By Definition 9(3), we have:

**Proposition 7.** For any totally dependent-neutrosophic sets on $X,(A \cap_3)^3 = A.$

**Proposition 8.** If $A$ and $B$ are totally dependent-neutrosophic sets on $X$, then:

1. $(A \cap_3 B)^3 = A \cap_3 B^3;$
2. $(A \cup_3 B)^3 = A \cup_3 B^3.$

**Proof.** By Definition 9(3), we have:

\[
A^3 = \{(x, \nu_A(x), 1 - \mu_A(x) - \eta_A(x) - \nu_A(x), \mu_A(x)) \mid x \in X \}
\]

\[
B^3 = \{(x, \nu_B(x), 1 - \mu_B(x) - \eta_B(x) - \nu_B(x), \mu_B(x)) \mid x \in X \}
\]

1. If $B \subseteq_3 A$, then:

   Case 1: $\mu_B(x) < \mu_A(x)$ and $\nu_B(x) \geq \nu_A(x).$ It follows that $A^3 \subseteq_3 B^3.$ Thus $(A \cap_3 B)^3 = A^3 \cup_3 B^3.$

   Case 2: $\mu_B(x) = \mu_A(x)$ and $\nu_B(x) > \nu_A(x).$ It follows that $A^3 \subseteq_3 B^3.$ Thus $(A \cap_3 B)^3 = A^3 \cup_3 B^3.$

   Case 3: $\mu_B(x) < \mu_A(x), \nu_B(x) = \nu_A(x)$ and $\eta_B(x) \leq \eta_A(x).$ Then $1 - \mu_A(x) - \eta_A(x) - \nu_A(x) \leq 1 - \mu_B(x) - \eta_B(x) - \nu_B(x).$ Thus $A^3 \subseteq_3 B^3.$ and $(A \cap_3 B)^3 = B^3 = A^3 \cup_3 B^3.$

   Similarly, if $A \subseteq_3 B$, then $(A \cap_3 B)^3 = A^3 \cup_3 B^3.$

   If neither $B \subseteq_3 A$ nor $A \subseteq_3 B$, then:

   \[
   A \cap_3 B = \{(x, \min(\mu_A(x), \mu_B(x)), 1 - \min(\mu_A(x), \mu_B(x)) - \max(\nu_A(x), \nu_B(x)), \max(\nu_A(x), \nu_B(x))) | x \in X \},
   \]

   \[
   A \cup_3 B = \{(x, \max(\mu_A(x), \mu_B(x)), 0, \min(\nu_A(x), \nu_B(x))) | x \in X \}.
   \]

   Thus

   \[
   (A \cap_3 B)^3 = \{(x, \max(\nu_A(x), \nu_B(x)), 0, \min(\mu_A(x), \mu_B(x))) | x \in X \}.
   \]

   \[
   A^3 \cup_3 B^3 = \{(x, \max(\nu_A(x), \nu_B(x)), 0, \min(\mu_A(x), \mu_B(x))) | x \in X \}.
   \]

   Hence $(A \cap_3 B)^3 = A^3 \cup_3 B^3.$

2. By (1) and Proposition 7, we can get that $(A \cup_3 B)^3 = A^3 \cap_3 B^3.$
**Theorem 1.** Let $TDNS(X)$ be the set of all totally dependent-neutrosophic sets on $X$, and

$$0_{TDNS} = \{(x, 0, 0, 1) \mid x \in X\}, 1_{TDNS} = \{(x, 1, 0, 0) \mid x \in X\}.$$ 

Then, $(TDNS(X), \cup_3, \cap_3, \sim_3, 0_{TDNS}, 1_{TDNS})$ is a GM-algebra (i.e., generalized De Morgan algebra).

**Proof.** Applying Proposition 6–8 and Definition 7, we can see that $(TDNS(X), \cup_3, \cap_3, \sim_3, 0_{TDNS}, 1_{TDNS})$ is a GM-algebra.

We can verify that the distributive law is not true for $(TDNS(X), \cup_3, \cap_3, \sim_3, 0_{TDNS}, 1_{TDNS})$, that is, it is not a De Morgan algebra. □

**Example 3.** Let $X = \{a, b\}$ and

- $A = \{(a, 0.1, 0.4, 0.3), (b, 0, 0, 1)\}$, $B = \{(a, 0.3, 0.1, 0.5), (b, 0, 0, 1)\}$, $C = \{(a, 0.2, 0.2, 0.4), (b, 1, 0, 0)\}$.

Then:

- $(A \cap_3 B) \cup_3 C = \{(a, 0.2, 0.2, 0.4), (b, 1, 0, 0)\}$,
- $(A \cup_3 C) \cap_3 (B \cup_3 C) = \{(a, 0.2, 0.4, 0.4), (b, 1, 0, 0)\}$,
- $(A \cup_3 B) \cap_3 C = \{(a, 0.2, 0.2, 0.4), (b, 0, 0, 1)\}$,
- $(A \cap_3 C) \cup_3 (B \cap_3 C) = \{(a, 0.2, 0.2, 0.4), (b, 0, 0, 1)\}$.

Therefore,

$$\quad (A \cap_3 B) \cup_3 C \neq (A \cup_3 C) \cap_3 (B \cup_3 C), (A \cup_3 B) \cap_3 C \neq (A \cap_3 C) \cup_3 (B \cap_3 C).$$

**Proposition 9.** If $\alpha = (\mu_\alpha, \eta_\alpha, \nu_\alpha, \rho_\alpha)$, $\beta = (\mu_\beta, \eta_\beta, \nu_\beta, \rho_\beta)$ are two totally dependent-neutrosophic numbers, and $(\mu_\alpha, \eta_\alpha, \nu_\alpha) \leq_3 (\mu_\beta, \eta_\beta, \nu_\beta)$, then $\alpha \prec \beta$ or $\alpha \sim \beta$.

**Proof.** Assume $(\mu_\alpha, \eta_\alpha, \nu_\alpha) \leq_3 (\mu_\beta, \eta_\beta, \nu_\beta)$. By the definition of type-3 order relation $\leq_3$, we have

- Case 1: $(\mu_\alpha < \mu_\beta, \nu_\alpha \geq \nu_\beta)$ or $(\mu_\alpha = \mu_\beta, \nu_\alpha > \nu_\beta)$. It follows that $S(\alpha) = \mu_\alpha - \nu_\alpha < \mu_\beta - \nu_\beta = S(\beta)$. Thus, $\alpha \prec \beta$.
- Case 2: $(\mu_\alpha = \mu_\beta, \nu_\alpha = \nu_\beta)$ and $\eta_\alpha < \eta_\beta$. It follows that $S(\alpha) = S(\beta), H(\alpha) < H(\beta)$. Thus, $\alpha \prec \beta$.
- Case 3: $\mu_\alpha = \mu_\beta, \nu_\alpha = \nu_\beta$ and $\eta_\alpha = \eta_\beta$. It follows that $S(\alpha) = S(\beta), H(\alpha) = H(\beta)$. Thus, $\alpha \sim \beta$.

Therefore, the proof is completed. □

**Example 4.** Let $\alpha = (0.3, 0.4, 0.1, 0.2)$ and $\beta = (0.5, 0.2, 0.2, 0.1)$ be two totally dependent-neutrosophic numbers, then $S(\alpha) < S(\beta)$, $\alpha \prec \beta$, but $(0.3, 0.4, 0.1) \not\leq_3 (0.5, 0.2, 0.2)$. That is, the inverse of Proposition 9 is not true.

5. **New Operations and Properties of Totally Dependent-Neutrosophic Soft Sets**

In this section, we investigate some new operations on totally dependent-neutrosophic soft sets (picture fuzzy soft sets), including type-3 intersection (type-3 union, type-3 complement).

The notions of intersection, union, and complement of totally dependent-neutrosophic (picture fuzzy) soft sets are introduced in [28]. To avoid confusion, these operations are called a type-2 intersection, type-2 union, and type-2 complement in this paper.

**Remark 5.** Note that, for type-1 operations of totally dependent-neutrosophic soft sets (picture fuzzy soft sets), we denote the operations in neutrosophic soft sets (see [33,34]), that is, the corresponding operations of totally dependent-neutrosophic soft sets, as a kind of special neutrosophic soft sets.
Definition 10 [28]. The type-2 complement of a totally dependent-neutrosophic soft set \((F, A)\) over \(U\) is denoted as \((F, A)^c_2\) and is defined by \((F, A)^c_2 = (F^c, A)\), where \(F^c: A \rightarrow \text{SNS}(U)\) is a mapping given by:

\[
F^c_2(e) = (F(e))^c_2 = \left\{ (x, \nu_{F(e)}(x), \eta_{F(e)}(x), \mu_{F(e)}(x)) \mid x \in U \right\}, \forall e \in A.
\]

Definition 11 [28]. The type-2 intersection of two totally dependent-neutrosophic soft sets \((F, A)\) and \((G, B)\) over a common universe \(U\) is a totally dependent-neutrosophic soft set \((H, C)\), where \(C = A \cup B\) and for all \(e \in C\),

\[
H(e) = \left\{\begin{array}{ll}
F(e), & \text{if } e \in A - B \\
G(e), & \text{if } e \in B - A \\
F(e) \cap G(e), & \text{if } e \in A \cap B
\end{array}\right.
\]

That is, \(\forall e \in A \cap B, H(e) = \{(x, \min(\mu_{F(e)}(x), \mu_{G(e)}(x)), \min(\nu_{F(e)}(x), \nu_{G(e)}(x)), \max(\eta_{F(e)}(x), \eta_{G(e)}(x)) \mid x \in U\}\). This relation is denoted by \((F, A) \cap_2 (G, B) = (H, C)\).

Definition 12 [28]. The type-2 union of two totally dependent-neutrosophic soft sets \((F, A)\) and \((G, B)\) over a common universe \(U\) is a totally dependent-neutrosophic soft set \((H, C)\), where \(C = A \cup B\) and for all \(e \in C\),

\[
H(e) = \left\{\begin{array}{ll}
F(e), & \text{if } e \in A - B \\
G(e), & \text{if } e \in B - A \\
F(e) \cup G(e), & \text{if } e \in A \cap B
\end{array}\right.
\]

That is, \(\forall e \in A \cap B, H(e) = \{(x, \max(\mu_{F(e)}(x), \mu_{G(e)}(x)), \min(\nu_{F(e)}(x), \nu_{G(e)}(x)), \min(\eta_{F(e)}(x), \eta_{G(e)}(x)) \mid x \in U\}\}. This relation is denoted by \((F, A) \cup_2 (G, B) = (H, C)\).

Now, we discuss the type-3 complement, type-3 intersection, and type-3 union of totally dependent-neutrosophic soft sets. First, we introduce type-3 inclusion relation on totally dependent neutrosophic soft sets.

Definition 13. Let \((F, A)\) and \((G, B)\) be two totally dependent-neutrosophic soft sets over \(U\). Then, \((F, A)\) is called a totally dependent-neutrosophic soft subset of \((G, B)\), denoted by \((F, A) \subseteq_3 (G, B)\), if:

1. \(A \subseteq B\);
2. \(\forall e \in A, F(e) \subseteq_3 G(e)\), that is, \(\forall x \in U, (\mu_{F(e)}(x) < \mu_{G(e)}(x), \nu_{F(e)}(x) \geq \nu_{G(e)}(x)), or (\mu_{F(e)}(x) = \mu_{G(e)}(x), \nu_{F(e)}(x) > \nu_{G(e)}(x)), or (\mu_{F(e)}(x) = \mu_{G(e)}(x), \nu_{F(e)}(x) = \nu_{G(e)}(x)) and \eta_{F(e)}(x) \leq \eta_{G(e)}(x)).

Example 5. Let \(U = \{x_1, x_2, x_3, x_4\}\) and \(E = \{e_1, e_2, e_3, e_4, e_5\}\). Suppose that \((F, A)\) and \((G, B)\) are two SNSSs over \(U\), \(A = \{e_1, e_2\}\), \(B = \{e_1, e_2, e_3\}\) and

\[
(F, A) = \begin{pmatrix}
e_1 & e_2 \\
1 & (0.1, 0.2, 0.5) & (0.2, 0.1, 0.6) \\
x_2 & (0.4, 0.2, 0.3) & (0.2, 0.2, 0.5) \\
x_3 & (0.2, 0.3, 0.4) & (0.1, 0.4, 0.2) \\
x_4 & (0.3, 0.3, 0.2) & (0.4, 0.0, 0.5)
\end{pmatrix},
\]

\[
(G, B) = \begin{pmatrix}
e_1 & e_2 & e_3 \\
x_1 & (0.3, 0.2, 0.4) & (0.2, 0.2, 0.4) & (0.7, 0.1, 0.2) \\
x_2 & (0.6, 0.0, 0.3) & (0.2, 0.1, 0.3) & (0.5, 0.3, 0.1) \\
x_3 & (0.3, 0.4, 0.2) & (0.1, 0.4, 0.2) & (0.8, 0.0, 0.1) \\
x_4 & (0.5, 0.2, 0.2) & (0.4, 0.1, 0.5) & (0.2, 0.5, 0.1)
\end{pmatrix}
\]

Then, \((F, A)\) is a totally dependent-neutrosophic soft subset of \((G, B)\).
Definition 14. Let \((F, A)\) and \((G, B)\) be two totally dependent-neutrosophic soft sets over \(U\). \((F, A)\) and \((G, B)\) are said totally dependent-neutrosophic soft equals, denoted \((F, A) = (G, B)\), if \((F, A) \subseteq (G, B)\) and \((G, B) \subseteq (F, A)\).

By Proposition 4, we know that \((F, A) = (G, B) \iff A = B\) and \(F(e) = G(e), \forall e \in A\).

Definition 15. Let \((F, A)\) be a totally dependent-neutrosophic soft set over \(U\). Type-3 complement of \((F, A)\) is denoted as \((F, A)^c_3\) and is defined by \((F, A)^c_3 = (F^c_3, A)\), where \(F^c_3 : A \rightarrow \text{TDNS}(U)\) is a mapping given by:

\[
F^c_3(e) = \left\{ \left( x, \nu_{F(e)}(x), 1 - \mu_{F(e)}(x) - \eta_{F(e)}(x) - \nu_{F(e)}(x), \mu_{F(e)}(x) \right) \right\} \big| x \in U, \forall e \in A.
\]

Definition 16. Type-3 union of two totally dependent-neutrosophic soft sets \((F, A)\) and \((G, B)\) over \(U\) can be defined as \((F, A) \cup_3 (G, B) = (H, C)\), where \(C = A \cup B\), and \(\forall e \in C, H(e) = \begin{cases} F(e), & \text{if } e \in A - B \\ G(e), & \text{if } e \in B - A \\ F(e) \cup_3 G(e), & \text{if } e \in A \cap B \end{cases}\).

Example 6. Let \(U = \{x_1, x_2, x_3, x_4\}, E = \{e_1, e_2, e_3, e_4, e_5\}, A = \{e_1, e_2\}, B = \{e_3, e_5\},\) and \((F, A) = \begin{pmatrix} e_1 \\ e_2 \\ e_3 \\ e_4 \end{pmatrix} = \begin{pmatrix} x_1 \\ x_2 \\ x_3 \\ x_4 \end{pmatrix} \begin{pmatrix} (0.1, 0.2, 0.6) \\ (0.2, 0.1, 0.1) \\ (0.7, 0.3, 0.0) \\ (0.4, 0.0, 0.3) \end{pmatrix}\), \((G, B) = \begin{pmatrix} e_1 \\ e_2 \\ e_3 \\ e_4 \end{pmatrix} = \begin{pmatrix} x_1 \\ x_2 \\ x_3 \\ x_4 \end{pmatrix} \begin{pmatrix} (0.4, 0.3, 0.2) \\ (0.7, 0.1, 0.1) \\ (0.3, 0.5, 0.1) \\ (0.6, 0.1, 0.2) \end{pmatrix}\).

Then, \((F, A) \cup_3 (G, B) = (H, C)\), where \(C = A \cup B = \{e_1, e_2, e_3, e_5\}\) and \((F, A) \cup_3 (G, B) = (H, C) = \begin{pmatrix} e_1 \\ e_2 \\ e_3 \\ e_4 \end{pmatrix} = \begin{pmatrix} x_1 \\ x_2 \\ x_3 \\ x_4 \end{pmatrix} \begin{pmatrix} (0.4, 0.3, 0.2) \\ (0.7, 0.1, 0.1) \\ (0.3, 0.5, 0.1) \\ (0.6, 0.1, 0.2) \end{pmatrix}\).

Definition 17. Assume that \(A, B \subseteq E\) and \(A \cap B \neq \emptyset\). Type-3 intersection of two totally dependent-neutrosophic soft sets \((F, A)\) and \((G, B)\) over \(U\) can be defined as \((F, A) \cap_3 (G, B) = (H, C)\), where \(C = A \cap B\), and \(\forall e \in C, H(e) = F(e) \cap_3 G(e)\).
Example 7. Consider the totally dependent-neutrosophic soft sets \((F, A), (G, B)\) in Example 6. We have \((F, A) \cap_3 (G, B) = (H, C)\), where \(C = A \cap B = \{e_1\}\) and

\[
(F, A) \cap_3 (G, B) = (H, C) = \begin{pmatrix}
    e_1 \\
    x_1 (0.1, 0.2, 0.6) \\
    x_2 (0.2, 0.1, 0.1) \\
    x_3 (0.3, 0.5, 0.1) \\
    x_4 (0.4, 0.0, 0.3)
\end{pmatrix}.
\]

Proposition 10. If \((F, A), (G, B), \) and \((H, C)\) are totally dependent-neutrosophic soft sets over \(U\), then:

1. \([(F, A)]^\cap_3 = (F, A)\);
2. \((F, A) \cup_3 (F, A) = (F, A) \cap_3 (F, A) = (F, A)\);
3. \((F, A) \cup_3 (G, B) = (G, B) \cup_3 (F, A)\);
4. \((F, A) \cup_3 (H, C) = (F, A) \cup_3 (G, B) \cap_3 (F, A)\);
5. \((F, A) \cap_3 (G, B) \cap_3 (H, C) = (F, A) \cap_3 (G, B) \cap_3 (H, C)',\) when \(A \cap B \cap C \neq \emptyset\).

Proof. (1) It is easy to verify from Proposition 7 and Definition 15.
(2) and (3) It is obvious from Definitions 16 and 17.
(4) The proof is similar to Proposition 3.9 in [15].
(5) The proof is similar to Proposition 3.10 in [15].

Proposition 11. If \((F, A)\) and \((G, A)\) are two totally dependent-neutrosophic soft sets over \(U\), then:

1. \([(F, A) \cup_3 (G, A)]^\cap_3 = (F, A) \cap_3 (G, A)\);
2. \([(F, A) \cap_3 (G, A)]^\cap_3 = (F, A) \cup_3 (G, A)\).

Proof.
(1) Assume that \((F, A) \cup_3 (G, A) = (H, A)\) and \((F, A)^3 \cap_3 (G, A)^3 = (I, A)\). Then:

\[
\forall e \in A, H(e) = F(e) \cup_3 G(e) \text{ (by Definition 16)};
\]

\[
\forall e \in A, I(e) = F^3 (e) \cap_3 G^3 (e) \cap_3 (F(e) \cup_3 G(e))^3 = (F(e) \cup_3 G(e))^3 \text{ (by Definitions 15, 17 and Proposition 8)}.
\]

Thus \(\forall e \in A, H^3 (e) = (I(e))^3 = (F(e) \cup_3 G(e))^3 = I(e)\). Since \([(F, A) \cup_3 (G, A)]^\cap_3 = (H^3, A)\), it follows that \([(F, A) \cap_3 (G, A)]^\cap_3 = (H^3, A) = (I, A) = (F, A)^3 \cap_3 (G, A)^3\).

(2) By (1), and using Proposition 10(1) we can get \([(F, A) \cap_3 (G, A)]^\cap_3 = (F, A)^3 \cup_3 (G, A)^3\). □

Proposition 12. If \((F, A)\) and \((G, A)\) are two totally dependent-neutrosophic soft sets over \(U\), then:

1. \((F, A) \cap_3 ((F, A) \cup_3 (G, A)) = (F, A)\);
2. \((F, A) \cup_3 ((F, A) \cap_3 (G, A)) = (F, A)\);
3. \((F, A) \subseteq_3 (G, A) \iff (F, A) \cup_3 (G, A) = (G, A)\);
4. \((F, A) \subseteq_3 (G, A) \iff (F, A) \cap_3 (G, A) = (F, A)\).

Proof.
(1) Assume that \((F, A) \cup_3 (G, A) = (H, A)\) and \((F, A) \cap_3 ((F, A) \cup_3 (G, A)) = (I, A)\). Then:

\[
\forall e \in A, H(e) = F(e) \cup_3 G(e) \quad \text{(by Definition 16)};
\]

\[
\forall e \in A, I(e) = F(e) \cap_3 H(e) = F(e) \cap_3 (F(e) \cup_3 G(e)) = F(e)
\quad \text{(by Definition 17 and Proposition 6(3))}.
\]

Thus, \(\forall e \in A, I(e) = F(e)\), and it follows that \((F, A) \cap_3 ((F, A) \cup_3 (G, A)) = (F, A)\).

(2) The proof is similar to (1).

(3) From Proposition 6(4) and Definition 16, we get that \((F, A) \subseteq_3 (G, A) \iff (F, A) \cup_3 (G, A) = (G, A)\).

(4) From Proposition 6(4) and Definition 17, we get that \((F, A) \subseteq_3 (G, A) \iff (F, A) \cap_3 (G, A) = (F, A)\). □

**Theorem 2.** Let \(TDNS(U, A)\) be the set of all totally dependent-neutrosophic soft sets over universe \(U\) with a fixed parameter set \(A\). Denote:

\[
T(DNS(U, A), \cup_3, \cap_3, (0_{TDNSS}, A), (1_{TDNSS}, A)) \quad \text{is a GM-algebra}.
\]

**Proof.** By Definition 13, we have \((F, A) \subseteq_3 (1_{TDNSS}, A)\) and \((0_{TDNSS}, A) \subseteq_3 (F, A)\), \(\forall (F, A) \in TDNSS(U, A)\).

By Propositions 10 and 12, we know that \((TDNSS(U, A), \cup_3, \cap_3, (0_{TDNSS}, A), (1_{TDNSS}, A))\) is a bounded lattice. Therefore, by Propositions 10(1), 12 and Definition 7, we get that \((TDNSS(U, A), \cup_3, \cap_3, (0_{TDNSS}, A), (1_{TDNSS}, A))\) is a GM-algebra. □

We can verify that the distributive law (with respect to \(\cup_3\) and \(\cap_3\)) in \(TDNSS(U, A)\) is not satisfied.

**Example 8.** Let \(U = \{x_1, x_2, x_3, x_4\}\), \(E = \{e_1, e_2, e_3, e_4\}\), and \(A = \{e_1, e_2\}\). Suppose that \((F, A), (G, A),\) and \((H, A)\) are totally dependent-neutrosophic soft sets over \(U\), and

\[
F(e_1) = \{(x_1, 0.1, 0.4, 0.3), (x_2, 0.4, 0.2, 0.3), (x_3, 0.2, 0.3, 0.4), (x_4, 0.3, 0.3, 0.2), \},
F(e_2) = \{(x_1, 0.1, 0.1, 0.1), (x_2, 0.2, 0.2, 0.2), (x_3, 0.3, 0.3, 0.3), (x_4, 0.4, 0.4, 0.2), \};
\]

\[
G(e_1) = \{(x_1, 0.3, 0.1, 0.5), (x_2, 0.6, 0.0, 0.3), (x_3, 0.3, 0.4, 0.2), (x_4, 0.5, 0.2, 0.2), \},
G(e_2) = \{(x_1, 0.2, 0.2, 0.4), (x_2, 0.2, 0.1, 0.3), (x_3, 0.1, 0.4, 0.2), (x_4, 0.4, 0.1, 0.5), \};
\]

\[
H(e_1) = \{(x_1, 0.2, 0.2, 0.4), (x_2, 0.2, 0.1, 0.1), (x_3, 0.7, 0.3, 0.0), (x_4, 0.4, 0.0, 0.3), \},
H(e_2) = \{(x_1, 0.4, 0.2, 0.3), (x_2, 0.3, 0.1, 0.6), (x_3, 0.5, 0.2, 0.3), (x_4, 0.8, 0.0, 0.1), \}.
\]

Then:

\[
((F, A) \cup_3 (G, A)) \cap_3 (H, A) = \begin{pmatrix}
  x_1 & (0.2, 0.2, 0.4) & (0.2, 0.5, 0.3) \\
  x_2 & (0.2, 0.5, 0.3) & (0.2, 0.2, 0.6) \\
  x_3 & (0.3, 0.4, 0.2) & (0.3, 0.4, 0.3) \\
  x_4 & (0.4, 0.0, 0.3) & (0.4, 0.4, 0.2)
\end{pmatrix},
\]

\[
((F, A) \cap_3 (H, A)) \cup_3 ((G, A) \cap_3 (H, A)) = \begin{pmatrix}
  x_1 & (0.2, 0.0, 0.4) & (0.2, 0.0, 0.3) \\
  x_2 & (0.2, 0.5, 0.3) & (0.2, 0.2, 0.6) \\
  x_3 & (0.3, 0.4, 0.2) & (0.3, 0.3, 0.3) \\
  x_4 & (0.4, 0.0, 0.3) & (0.4, 0.4, 0.2)
\end{pmatrix}.
\]
\( ((F, A) \cap_3 (G, A)) \cup_3 (H, A) = \begin{pmatrix}
    x_1 & (0.2, 0.2, 0.4) & (0.4, 0.2, 0.3) \\
    x_2 & (0.4, 0.0, 0.1) & (0.3, 0.0, 0.3) \\
    x_3 & (0.7, 0.3, 0.0) & (0.5, 0.2, 0.3) \\
    x_4 & (0.4, 0.0, 0.2) & (0.8, 0.0, 0.1)
\end{pmatrix} \)

\( ((F, A) \cup_3 (H, A)) \cap_3 ((G, A) \cup_3 (H, A)) = \begin{pmatrix}
    x_1 & (0.2, 0.4, 0.4) & (0.4, 0.2, 0.3) \\
    x_2 & (0.4, 0.0, 0.1) & (0.3, 0.0, 0.3) \\
    x_3 & (0.7, 0.3, 0.0) & (0.5, 0.2, 0.3) \\
    x_4 & (0.4, 0.0, 0.2) & (0.8, 0.0, 0.1)
\end{pmatrix} \)

Hence

\( ((F, A) \cup_3 (G, A)) \cap_3 (H, A) \neq ((F, A) \cap_3 (H, A)) \cup_3 ((G, A) \cap_3 (H, A)); \)

\( ((F, A) \cap_3 (G, A)) \cup_3 (H, A) \neq ((F, A) \cup_3 (H, A)) \cap_3 ((G, A) \cup_3 (H, A)). \)

6. Conclusions

In this paper, we prove that the type-3 ordering relation \( \leq_3 \) is a partial ordering relation and \( D^* \) makes up a lattice with respect to type-3 intersection and type-3 union operations. Then, we give some new operations of totally dependent-neutrosophic (picture fuzzy) sets and totally dependent-neutrosophic (picture fuzzy) soft sets, and their properties are presented. At the same time, we point out all of the totally dependent-neutrosophic (picture fuzzy) sets on \( X \) make up generalized De Morgan algebra with respect to type-3 intersection, type-3 union, and type-3 complement operations. Moreover, we prove that for appointed parameter sets, all of the totally dependent-neutrosophic (picture fuzzy) soft sets over \( U \) can also generate a generalized De Morgan algebra based on type-3 algebraic operations.

It can be seen from the results of this paper that the type-3 algebraic operations of the totally dependent-neutrosophic (picture fuzzy) sets have good properties and a new property which is different from the fuzzy sets and the intuitionistic fuzzy sets (because the distribution law is not established). This theoretically shows that although the totally dependent-neutrosophic (picture fuzzy) set is a generalization of the fuzzy set and intuitionistic fuzzy set, it has different characteristics. In fact, the type-1 and type-2 algebraic operations of totally dependent-neutrosophic (picture fuzzy) sets (including the order relations, see Remark 1 and Definition 5) simply imitate the corresponding operations of the intuitionistic fuzzy sets, which cannot truly reflect the original idea of totally dependent-neutrosophic (picture fuzzy) sets. For example, for type-2 inclusion relation Definition 5, \( A \subseteq_2 B \) if \((\forall x \in X, \mu_A(x) \leq \mu_B(x), \eta_A(x) \leq \eta_B(x), \nu_A(x) \geq \nu_B(x))\), which means that the first two membership functions \((\mu, \eta)\) have the same effect, but the three membership functions in the original definition of neutrosophic sets are completely independent, which is incongruous. For the type-1 inclusion relation, there is a similar problem. From Definition 8, we know that the type-3 inclusion relation has overcome this defect.

As further research topics, we will discuss the applications of the new algebraic operations in multiple attribute decision making and uncertainty reasoning. At the same time, it is a meaningful topic for reviewers to suggest developing new directions, such as drawing on new ideas in [35].
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