DSmT Decision-Making Algorithms for Finding Grasping Configurations of Robot Dexterous Hands
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Abstract: In this paper, we present a deciding technique for robotic dexterous hand configurations. This algorithm can be used to decide on how to configure a robotic hand so it can grasp objects in different scenarios. Receiving as input, several sensor signals that provide information on the object’s shape, the DSmT decision-making algorithm passes the information through several steps before deciding what hand configuration should be used for a certain object and task. The proposed decision-making method for real time control will decrease the feedback time between the command and grasped object, and can be successfully applied on robot dexterous hands. For this, we have used the Dezert–Smarandache theory which can provide information even on contradictory or uncertain systems.
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1. Introduction

The purpose of autonomous robotics is to build systems that can fulfill all kinds of tasks without human intervention, in different environments which were not specially build for robot interaction. A major challenge for this autonomous robotics field comes from high uncertainty within real environments. This is because the robot designer cannot know all the details regarding the environment. Most of the environment parameters are unknown, the position of humans and objects cannot be previously anticipated and the motion path might be blocked. Beside these, the accumulated sensor information can be uncertain and error prone. The quality of this information is influenced by noise, visual field limitations, observation conditions, and the complexity of interpretation technique.

The artificial intelligence and the heuristic techniques were used by many scientists in the field of robot control [1] and motion planning. Regarding grasping and object manipulations, the main research activities were to design a mechanism for hand [2–4] and dexterous finger motion [5], which are a high complexity research tasks in controlling robotic hands.

Currently, in the research area of robotics, there is a desire to develop robotic systems with applications in dynamic and unknown environments, in which human lives would be at risk, like natural or nuclear disaster areas, and also in different fields of work, ranging from house chores or agriculture to military applications. In any of these research areas, the robotic system must fulfill a series of tasks which implies object manipulation and transportation, or using equipment and tools. From here arises the necessity of development grasping systems [6] to reproduce, as well as possible human hand motion [7–9].

To achieve an accurate grasping system, a grasp taxonomy of the human hand was analyzed by Feix et al. [10] who found 33 different grasp types, sorted by opposition type, virtual finger assignments; type in terms of power, precision, or intermediate grasp; and the position of the thumb. While
Alvarez et al. [11] researched human grasp strategies within grasp types, Fermuller et al. [12] focused on manipulation action for human hand on different object types including hand pre-configuration. Tsai et al. [13] found that classifying objects into primitive shapes can provide a way to select the best grasping posture, but a general approach can also be used for hand–object geometry fitting [14]. This classification works well for grasping problems in constrained work space using visual data combined with force sensors [15] and also for under-actuated grasping which uses rotational stiffness [16]. However, for unknown objects, scientists found different approaches to solve the hand grasping problem. Choi et al. [17] used two different neural networks and data fusion to classify objects, Seredynski et al. [18] achieved fast grasp learning with probabilistic models, while Song et al. [19] used a tactile-based blind grasping along with a discrete-time controller. The same approach is used by Gu et al. [20] which proposed a blind haptic exploration of unknown objects for grasp planning of dexterous robotic hand. Using grasping methods, Yamakawa et al. [21] developed a robotic hand for knot manipulation, while Nacy et al. [22] used artificial neural network algorithms for slip prevention and Zaidi et al. [23] used a multi-fingered robot hand to grasp 3D deformable objects, applying the method on spheres and cubes.

While other scientists developed grasping strategies for different robotic hands [21–23], an anthropomorphic robotic hand has the potential to grasp regular objects of different shapes and sizes [24,25], but selecting the grasping method for a certain object is a difficult problem. A series of papers have approached this problem by developing algorithms for classifying the grasping by the contact points [26,27]. These algorithms are focused on finding a fix number of contact areas without taking into consideration the hand geometry. Other methods developed grasping systems for a certain robotic hand architecture, scaling down the problem to finding a grasping method with the tip of the fingers [27]. These methods are useful in certain object manipulation, but cannot be applied for a wide range of objects because it does not provide a stable grasping due to the face that it is not used, the finger’s interior surface or the palm of the hand. A method for filtering the high number of hand configurations is to use predefined grasping hand configurations. Before grasping an object, humans, unconsciously simplify the grasping action, choosing one of the few hand positions which match the object’s shape and the task to accomplish. In the scientific literature there are papers which have tried to log in the positioning for grasping and taxonomy, and one of the most known papers is [28]. Cutkosky and Weight [29] have extended Napier’s [28] classification by adding the required taxonomy in the production environment, by studying the way in which the weight and geometry of the object affects choosing the grasping positioning. Iberall [30] has analyzed different grasping taxonomies and generalized them by using the virtual finger concept. Stransfield [31] has chosen a simpler classification and built a system based on rules which provided a grasping positioning set, starting from a simplified description of the object gained from a video system.

The developed algorithm presented in this paper has the purpose to determine the grasping position according to the object’s shape. To prove the algorithm’s efficiency we have chosen three types of objects for grasping: cylindrical, spherical, and prismatic. For this, we start from the hypothesis that the environment data are captured through a stereovision system [32] and a Kinect sensor [33]. On this data, which the two system observers provide, we apply a template matching algorithm [34]. This algorithm will provide a matching percentage of the object that needs to be grasped with a template object. Thus, each of the two sources will provide three matching values, for each of the three grasping types. These values represent the input for our detection algorithm, based of Dezert–Smarandache Theory (DSmT) [35] for data fusion. This algorithm has as input data from two or multiple observers and in the first phase they are processed through a process of neutrosification which is similar with the fuzzification process. Then, the neutrosophic observers’ data are passed through an algorithm which applies the classic DSm theory [35] in order to obtain a single data set on the system’s states, by combining the observers’ neutrosophic values. On this obtained data set, we apply the developed DSmT decision-making algorithm that decides on the category from which the target object is part of.
This decision facilitates the detection–recognition–grasping process which a robotic hand must follow, obtaining in the end a real-time decision that does not stop or delay the robot's task.

In recent years, using more sensors for a certain applications and then using data fusion is becoming more common in the military and nonmilitary research fields. The data fusion techniques combine the information received from different sensors with the purpose of eliminating disturbances and to improve precision compared to the situations when a single sensor is used [36,37]. This technique works on the same principle used by humans to feel the environment. For example, a human being cannot see over the corner or through vegetation, but with his hearing he can detect certain surrounding dangers. Beside the statistical advantage build from combining the details for a certain object (through redundant observations), using more types of sensors increases the precision with which an object can be observed and characterized. For example, an ultrasonic sensor can detect the distance to an object, but a video sensor can estimate its shape, and combining these two information sources will provide two distinct data on the same object.

The evolution on the new sensors, the hardware’s processing techniques and capacity improvements facilitate more and more the real time data fusion. The latest progress were made in the area of computational and detection systems, and provide the ability to reproduce, in hardware and software, the data fusion capacity of humans and animals. The data fusion systems are used for target tracking [38], automatic target identification [39], and automated reasoning applications [40]. The data fusion applications are widespread, ranging from the military [41] applications (target recognition, autonomous moving vehicles, distance detection, battlefield surveillance, automatic danger detection) to civilian application (monitoring the production processes, complex tools maintenance based on certain conditions, robotics [42], and medical applications [43]). The data fusion techniques undertake classic elements like digital signal processing, statistical estimation, control theory, artificial intelligence, and numeric methods [44].

Combined data interpretation requires automated reasoning techniques taken from the area of artificial intelligence. The purpose of developing the recognition based systems, was to analyze issues like the data gathering context, the relationship between observed entities, hierarchical grouping of targets or objects and to predict future actions of these targets or entities. This kind of reasoning is encountered in humans, but the automated reasoning techniques can only closely reproduce it. Regardless of the used technique, for a knowledge based system, three elements are required: one or more reasoning diagrams, an automated evaluation process and a control diagram. The reasoning diagrams are techniques of facts representation, logical relations, procedural knowledge, and uncertainty. For these techniques, uncertainty from the observed data and from the logical relations can be represented using probabilities, fuzzy theory [45,46], Dempster–Shafer [47] evidence intervals or other methods. Dezert–Smarandache theory [35] comes to extend these methods, providing advanced techniques of uncertainty manipulation. The automated reasoning system’s developing purpose is to reproduce the human capability of reasoning and decision making, by specifying rules and frames that define the studied situation. Having at hand an information database, an evaluation process is required so this information can be used. For this, there are formal diagrams developed on the formal logic, fuzzy logic, probabilistic reasoning, template based methods, case based reasoning, and many others. Each of these reasoning diagrams has a consistent internal formalism which describes how to use the knowledge database for obtaining the final conclusion. An automated reasoning system needs a control diagram to fulfill the thinking process. The used techniques include searching methods, systems for maintaining the truth based on assumptions and justifications, hierarchical decomposition, control theory, etc. Each of these methods has the purpose of controlling the reasoning evolution process.

The results presented in this paper, were obtained using the classic Dezert–Smarandache theory (DSmT) to combine inputs from two different observers that want to classify objects into three categories: sphere, parallelepiped, and cylinder. These categories were chosen to include most of the objects that a manipulator can grasp. The algorithm’s inputs were transformed into belief values of certainty, falsity, uncertainty, and contradiction values. Using these four values and their combinations according to
DSmT, we applied Petri net diagram logic for taking decisions on the shape type of the analyzed objects. This type of algorithm has never been used before for real time decision on hand grasping taxonomy. Compared to other algorithms [13–15] and methods [16–18], ours has the advantage to detect high uncertainties and contradictions which in practice has a very low encounter rate but can have drastic effects on the decision type or robot, because if the object’s shape is not detected properly, then the robot might not be able to grasp it, which can lead to serious consequences. In deciding how to grasp objects, researchers have used different methods to choose the grasping taxonomy using a blind haptic exploration [20] or in different applications for tying knots [21] or grasp deformable objects [23]. Because the proposed algorithm can detect anomalies of contradicting and uncertain input values, we can say that the proposed method transforms the deciding process into a less difficult problem of grasping method [24,25].

2. Objects Grasping and Its Classification

Mechanical hands have been developed to provide the robots with the ability of grasping objects with different geometrical and physical properties [48]. To make an anthropomorphic hand seem natural, its movement and the grasping type must match the human hand.

In this regard, grasping position taxonomy for human hands has been long studied and applied for robotic hands. Seventeen different categories of human hands grasping positions were studied. However, we must consider two important things: the first thing is that these categories are derived from human hand studies, which proves that they are more flexible and able to perform a multitude of movements than any other robotic hand, so that the grasping taxonomy for robot hands can be only a simple subset of the human hand. The second is that the human behavior studies of real object grasping have shown some differences between the real observations and the classified properties [49].

In conclusion, any proposed taxonomy is only a reference point which the robot hand must attain. Below the most used grasping positions are described (extracted from [50]), which should be considered when developing an able robotic hand:

1. Power grasping: The contact with the objects is made on large surfaces of the hand, including hand phalanges and the palm of the hand. For this kind of grasping, high forces can be exerted on the object.
   - Spherical grasping: used to grasp spherical objects;
   - Cylindrical grasping: used to grasp long objects which cannot be completely surrounded by the hand;
   - Lateral grasping: the thumb exerts a force towards the lateral side of the index finger.

2. Precision grasping: the contact is made only with the tip of the fingers.
   - Prismatic grasping (pinch): used to grasp long objects (with small diameter) or very small. Can be achieved with two to five fingers.
   - Circular grasping (tripod): used in grasping circular or round objects. Can be achieved with three, four, or five fingers.

3. No grasping:
   - Hook: the hand forms a hook on the object and the hand force is exerted against an external force, usually gravity.
   - Button pressing or pointing
   - Pushing with open hand.

In the Table 1, manipulation activities that the robotic hand can achieve are shown, correlated with the required activity grasping positions [51].
### Table 1. Grasping position for certain tasks.

<table>
<thead>
<tr>
<th>Object</th>
<th>Activity</th>
<th>Grasping Position</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bottles, cups, and mugs</td>
<td>Transport, pouring/filling</td>
<td>Force: Cylindrical grasping (from the side or the top)</td>
</tr>
<tr>
<td>Cups (using handles)</td>
<td>Pouring/filling</td>
<td>Force: Lateral grasping Precision: Prismatic grasping</td>
</tr>
<tr>
<td>Plates/trays</td>
<td>Transport</td>
<td>Power: Lateral grasping Precision: Prismatic grasping No grasp: pushing (open hand)</td>
</tr>
<tr>
<td>Pens, cutlery</td>
<td>Transport</td>
<td>Precision: Prismatic grasping No grasp: Pushing (open hand)</td>
</tr>
<tr>
<td>Door handle</td>
<td>Open/Close</td>
<td>Force: Cylindrical grasping No grasp: Hook</td>
</tr>
<tr>
<td>Small objects</td>
<td>Transport</td>
<td>Power: Spherical grasping Precision: Circular grasping (tripod)</td>
</tr>
<tr>
<td>Switches, buttons</td>
<td>Pushing</td>
<td>No grasp: Button pressing</td>
</tr>
<tr>
<td>Round switches, bottle caps</td>
<td>Rotation</td>
<td>Force: Lateral grasping Precision: Circular grasping (tripod)</td>
</tr>
</tbody>
</table>

### 3. Object Detection Using Stereo-Vision and Kinect Sensor

Object recognition in artificial sight represents the task of searching a certain object in a picture or a video sequence. This problem can be approached as a learning problem. At first, the system is trained with sample images which belong to the target group, the system being taught to spot these among other pictures. Thus, when the system receives new images, it can ‘feel’ the presence of the searched object/sample/template.

Template matching is a techniques used to sort objects in an image. A model is an image region, and the goal is to find instances of this model in a larger picture. The template matching techniques represent a classic approach for localization problems and object recognition in a picture. These methods are used in applications like object tracking, image compression, stereograms, image segmentation [52], and other specific problems of artificial vision [53].

Object recognition is very important for a robot that must fulfill a certain task. To complete its task, the robot must avoid obstacles, obtain the size of the object, manipulate it, etc. For the case of detected object manipulation, the robot must detect the object’s shape, size, and position in the environment. The main methods for achieving the depth information use stereoscopic cameras, laser scanners, and depth cameras.

To achieve the proposed decision-making algorithm, we assumed that the environment information is captured with a stereoscopic system and a Kinect sensor.

Stereovision systems [32] represents a passive technique of achieving a virtual 3D image of the environment in which the robot moves, by matching the common features of an image set of the same scene. Because this method works with images, it needs a high computational power. The depth information can be noisy in certain cases, because the method depends on the texture of the environment objects and on the ambient light.

Kinect [33] is a fairly easy to obtain platform, which makes it widespread. It uses a depth sensor based on structured light. By using an ASIC board, the Kinect sensor generates a depth map on 11 bits with a resolution of 640 × 480 pixels, at 30 Hz. Given the price of the device, the information quality is pretty good, but it has both advantages and disadvantages, meaning that the depth images contain areas where the depth reading could not be achieved. This problem appears from the fact that some materials do not reflect infrared light. When the device is moved really fast, like any other camera, it records blurry pictures, which also leads to missing information from the acquired picture.
4. Neutrosophic Logic and DSm Theory

4.1. Neutrosophic Logic

The neutrosophic triplet (truth, falsity, and uncertainty) idea appeared in 1764 when J.H. Lambert investigates a witness credibility which was affected by the testimony of another person. He generalized Hooper’s rule of sample combination (1680), which was a non-Bayesian approach for finding a probabilistic model. Koopman in 1940 introduces the low and high probability, followed by Good and Dempster (1967) who gave a combination rule of two arguments. Shafer (1976) extended this rule to Dempster–Shafer Theory for trust functions by defining the trust and plausibility functions and using the inference rules of Dempster for combining two samples from two different sources. The trust function is a connection between the fuzzy reasoning and probability. Dempster–Shafer theory for trust functions is a generalization of Bayesian probability (Bayes 1760, Laplace 1780). It uses the mathematical probability in a more general way and it is based on the probabilistic combination of artificial intelligence samples.

Lambert one said that “there is a chance p that the witness can be trustworthy and fair, a chance q that he will be deceiving and a chance 1-p-q that he will be indifferent”. This idea was taken by Shafer in 1986 and later, used by Smarandache to further develop the neutrosophic logic [54,55].

4.1.1. Neutrosophic Logic Definition

A logic in which each proposition has its percentage of truth in a subset $T$, its percentage of uncertainty in a subset $I$, and its percentage of falsity in a subset $F$ is called neutrosophic logic [54,55].

This paper extends the general structure of the neutrophic robot control (RNC), known as the Vladareanu–Smarandache method [55–57] for the robot hybrid force-position control in a virtual platform [58,59], which applies neutrosophic science to robotics using the neutrosophic logic and set operators. Thus, using two observers, a stereovision system and a Kinect sensor, will provide three matching values for DSmT decision-making algorithms. A subset of truth, uncertainty and falsity is used instead of a single number because in many cases one cannot know with precision the percentage of truth or falsity, but these can be approximated. For example, a supposition can be 30% to 40% true and 60% to 70% false [60].

4.1.2. Neutrosophic Components Definition

Let $T$, $I$, $F$ be three standard or non-standard subsets of $]0, 1[$ with

\[
\begin{align*}
\text{sup } T &= t_{\text{sup}} \\
\text{inf } T &= t_{\text{inf}} \\
\text{sup } I &= i_{\text{sup}} \\
\text{inf } I &= i_{\text{inf}} \\
\text{sup } F &= f_{\text{sup}} \\
\text{inf } F &= f_{\text{inf}}
\end{align*}
\]

and

\[
\begin{align*}
n_{\text{sup}} &= t_{\text{sup}} + i_{\text{sup}} + f_{\text{sup}} \\
n_{\text{inf}} &= t_{\text{inf}} + i_{\text{inf}} + f_{\text{inf}}
\end{align*}
\]

The $T$, $I$, and $F$ sets are not always intervals, but can be subsets: discrete or continuum; with a single element; finite or infinite (the elements are countable or uncountable); subsets union or intersection. Also, these subsets can overlap, and the real subsets represent the relative errors in finding the $t$, $i$, and $f$ values (when the $T$, $I$, and $F$ subsets are reduced to single points).

$T$, $I$, and $F$ are called the neutrosophic components and represent the truth, uncertainty, and falsity values, when referring to neutrosophy, neutrosophic logic, neutrosophic sets, neutrosophic probability, or neutrosophic statistics.

This representation is closer to the human reasoning and defines knowledge imprecision or linguistic inaccuracy received from different observers (this is why $T$, $I$, and $F$ are subsets and can be
more that a set of points), the uncertainty given by incomplete knowledge or data acquisition errors (for this we have the set I) and the vagueness caused by missing edges or limits.

After defining the sets, we need to specify their superior ($x_{sup}$) and inferior ($x_{inf}$) limits because in most of the cases they will be needed [61,62].

4.2. Dezert–Smarandache Theory (DSmT)

To develop artificial cognitive systems a good management of sensor information is required. When the input data are gathered by different sensors, according to the environment certain situations may appear when one of the sensors cannot give correct information or the information is contradictory between sensors. To resolve this issue a strong mathematical model is required, especially when the information is inaccurate or uncertain.

The Dezert–Smarandache Theory (DSmT) [53,54,60] can be considered an extension of Dempster–Shafer theory (DST) [46]. DSmT allows information combining, gathered from different and independent sources as trust functions. DSmT can be used for solving information fusion on static or dynamic complex problems, especially when the information differences between the observers are very high.

DSmT starts by defining the notion of a DSm free model, denoted by $M_f(\Theta)$ and says that $\Theta$ is a set of exhaustive elements $\theta_i, i = 1, \ldots, n$ which cannot overlap. This model is free because there are no other suppositions over the hypothesis. As long as the DSm free model is fulfilled, we can apply the associative and commutative DSm rule of combination.

DSm theory [62] is based on defining the Dedekind lattice, known as the hyper power set of frame $\Theta$. In DSmT, $\Theta$ is considered a set $\{\theta_1, \ldots, \theta_n\}$ of $n$ exhaustive elements, without adding other constraints.

DSmT can tackle information samples, gathered from different information sources which do not allow the same interpretation of the set $\Theta$ elements. Let $\Theta = \theta_1, \theta_2$ be the simple case, made of two assumption, then [54]:

- the probability theory works (assuming exclusivity and completeness assumptions) with basic probability assignments (bpa) $m(.) \in [0, 1]$ such that
  $$m(\theta_1) + m(\theta_2) = 1$$

- the Dempster–Shafer theory works, (assuming exclusivity and completeness assumptions) with basic belief assignments (bba) $m(.) \in [0, 1]$ such that
  $$m(\theta_1) + m(\theta_2) + m(\theta_1 \cup \theta_2) = 1$$

- the DSm theory works (assuming exclusivity and completeness assumptions) with basic belief assignment (bba) $m(.) \in [0, 1]$ such that
  $$m(\theta_1) + m(\theta_2) + m(\theta_1 \cup \theta_2) + m(\theta_1 \cap \theta_2) = 1$$

4.2.1. The $D^\Theta$ Hyperpower Set Notion

One of the base elements of DSm theory is the notion of hyper power set. Let $\Theta = \{\theta_1, \ldots, \theta_n\}$ be a finite set (called frame) with $n$ exhaustive elements. The Dedekind lattice, called hyper power set $D^\Theta$ within DSmT frame, is defined as the set of all built statements from the elements of set $\Theta$ with the $\cup$ and $\cap$ operators such that:

1. $\emptyset, \theta_1, \ldots, \theta_n \in D^\Theta$
2. If $A, B \in D^\Theta$, then $A \cap B \in D^\Theta$ and $A \cup B \in D^\Theta$.
3. No other element is included in $D^\Theta$ with the exception of those mentioned at 1 and 2.
with the belief functions Bel. The problem is described by a DSm hybrid model M. Symmetry

The free DSm Dempster–Shafer theory when an information source B is reduced to 2Θ for fusion problems where the Shafer model Mθ(Θ) can be applied. We still have ∀ A ∈ DΘ, Bel(A) ≤ Pl(A). To notice that when we work with the free DSm M′(Θ) model, we will always have Pl(A) = 1, ∀ A ≠ ∅ ∈ DΘ, which is normal [54].

4.2.3. DSm Classic Rule of Combination

When the DSm free model M′(Θ) can be applied, the combination rule mM′(Θ) ≡ m(.) ≜ [m1 ⊗ m2(.)] of two independent sources B1 and B2 that provide information on the same frame Θ with the belief functions Bel1(.) and Bel2(.) associated to gbba m1(.) and m2(.) correspond to the conjunctive consensus of sources. Data combinations are done by using the formula [54]

∀ C ∈ DΘ, mM′(Θ)(C) ≡ m(C) = \sum_{A, B ∈ DΘ} m_1(A)m_2(B). (4)
Because $D^\Theta$ is closed under $\cap$ and $\cup$ operators, this new combination rule guarantees that $m(.)$ is a generalized trust value, meaning that $m(.) : D^\Theta \to [0, 1]$. This rule of combination is commutative and associative and can be used all the time for sources fusion which implies fuzzy concepts. This rule can be extended with ease for combining $k > 2$ independent information sources [55,56].

Because of the high number of elements in $D^\Theta$, when the cardinality of $\Theta$ increases, the need of computational resources also increases for processing the DSm combination rule. This observation is true only if the core (the set of generalized basic belief assignment for the needed elements) $K_1(m_1)$ and $K_2(m_2)$ coincide with $D^\Theta$, meaning that when $m_1(A) > 0$ and $m_2(A) > 0$ for any $A \neq \emptyset \in D^\Theta$. For most practical applications, the $K_1(m_1)$ and $K_2(m_2)$ dimensions are much smaller than $|D^\Theta|$ because the information sources provide most of the time the generalized basic belief assignment for only one subset of hyper power set. This facilitates the DSm classic rule implementation.

Figure 1 presents the DSm combination rule architecture. The first layer is formed by all the generalized basic belief assignment values of the needed elements $A_i, i = 1, \ldots, n$ of $m_1(.)$. The second layer is made out of all the generalized basic belief assignment values $B_j, i = 1, \ldots, k$ of $m_2(.)$. Each node from the first layer is connected with each node of the second layer. The output layer is created by combining the generalized basic belief assignment values of all the possible intersections $A_i \cap B_j, i = 1, \ldots, n$ and $j = 1, \ldots, k$. If we would have a third source to provide generalized basic belief assignment values $m_3(.)$, this would have been combined by placing it between the output layer and the second one that provides the generalized basic belief assignment values $m_2(.)$. Due to the commutative and associative properties of DSm classic rule of combination, in developing the DSm network, a particular order of layers is not required [54].

![Figure 1. Graphical representation of DSm classic rule of combination for $M^f(\Theta)$ [35].](image)

5. Decision-Making Algorithm

As observed in this paper, according to the object shape and assigned task, grasping is divided into eight categories [63]: spherical grasping, cylindrical grasping, lateral grasp, prismatic grasp, circular grasping, hook grasping, button pressing, and pushing. From these grasping types, the most used ones are cylindrical and prismatic grasping (see Table 1). These can be used in almost any situation and we can say that spherical grasping is a particular grasping of these two. The spherical grasp is used for power grasping, when the contact with the object is achieved with all the fingers’ phalanges and the hand’s palm. This is why a requirement for classification by the shape of the object is needed. Due to the fact that these types are more often encountered, they were taken into consideration for the studied fusion problems.

The fusion problem aims to achieve a classification, by shape of objects to grasp, so that these can match with the other three types of grasping studied. The target objects are classified into three categories: sphere, parallelepiped, and cylinder. For each category, a grasping type is assigned [56].

Following the presented theory in Section 4, the information is provided by two independent sources (observers): a stereovision system and a Kinect sensor. The observers are presented in Section 3, and are used to scan the robot’s work environment. By using the information provided by the two
observers, a 3D virtual image of the environment is achieved, from which the human operator choses the object to be grasped, thus defining the grasping task that must be achieved by the robot. The 3D image of the object, isolated from the scene, is compared with three templates—formed by similar methods—which represent a sphere, a parallelepiped, and a cylinder. Afterwards, a template matching algorithm is applied to place the object in one of the three categories, with a certain matching percentage. This percentage can vary according to the conditions in which the images are obtained (weak light, object from which the light is reflected, etc.). The data taken from each sensor are then individual processed with a neutrosophication algorithm, with the purpose of obtaining the generalized basic belief assignment values, we combine the data provided by the two observers by using the classic DSm rule of combination. The next step is to apply a deneutrosophication algorithm on the obtained values, to achieve the decision on the shape of the object by placing it into the three categories mentioned above. The entire process is visually represented in Figure 2.

![Diagram of the proposed algorithm.](image)

**Figure 2.** Diagram of the proposed algorithm.

### 5.1. Data Neutrosophication

Each observer provides a truth percentage for each system’s state. The state set \( \Theta = \{\theta_1, \theta_2, \theta_3\} \) that characterizes the fusion problem is

\[
\Theta = \{Sp, Pa, Cy\}, \tag{5}
\]

where \( Sp = \text{sphere} \), \( Pa = \text{parallelepiped} \), and \( Cy = \text{cylinder} \).

To compute the belief values for the hyper power set \( D^\Theta \) elements we developed an algorithm based on the neutrosophic logic. The hyper power set \( D^\Theta \) is formed by using the method presented in Section 4.2.1 and has the form

\[
D^\Theta = \{\emptyset, Sp, Pa, Cy, Sp \cup Pa, Sp \cup Cy, Cy \cup Pa, Sp \cap Pa, Sp \cap Cy, Cy \cap Pa, Sp \cap (Cy \cup Pa), Cy \cap (Sp \cup Pa), Pa \cap (Cy \cup Sp), Sp \cup Cy \cup Pa, Sp \cap Cy \cap Pa\}. \tag{6}
\]
The statements of each observer are handled in ways of truth (T), uncertainty (I), and falsity (F), specific to the neutrosophic logic. Due to the fact that \( F = 1 - T - I \), the statements of falsity are not taken into consideration.

The neutrosophic algorithm has as input the certainty probabilities (truth) provided by the observers on the system’s states. These probabilities are then processed using the described rules in Figure 3. If the difference between the certainties probabilities used at a certain point by the processing algorithm is larger than a certain threshold found by trial and error, then we will consider that the uncertainty percentage between the compared states is null, and the probability that one of the states is true increases. In the case where this difference is not a set threshold, we compute the uncertainty probability by using the formula

\[
m(A \cup B) = 1 - \frac{m(A) - m(B)}{\text{const}}
\]

where \( A, B \in \Theta \), and “const” depends of the chosen threshold. While the point determined by the two probabilities approaches the main diagonal, the uncertainty approaches the maximum probability value.

![Figure 3. Data neutrosophication rule for the observer’s data.](image)

From the hyper power set \( D^\Theta \), we can determine the belief masses only for the values \( \text{Obs}_i(D^\Theta) \) (information obtained after observer’s data interpretation) presented below, because the intersection operation \( \cap \) represents contradiction in DSm theory and we cannot compute the contradiction values for a single observer using

\[
\text{Obs}_i(D^\Theta) = \{Sp, Pa, Cy, Sp \cup Pa, Sp \cup Cy, Cy \cup Pa, Sp \cup Cy \cup Pa\}.
\]

The neutrosophic probabilities are detailed in Table 2.

<table>
<thead>
<tr>
<th>Mathematical Representation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( Sp )</td>
<td>Certainty that the target object is a ‘sphere’</td>
</tr>
<tr>
<td>( Pa )</td>
<td>Certainty that the target object is a ‘parallelepiped’</td>
</tr>
<tr>
<td>( Cy )</td>
<td>Certainty that the target object is a ‘cylinder’</td>
</tr>
<tr>
<td>( Sp \cup Pa )</td>
<td>Uncertainty that the target object is a ‘sphere’ or ‘parallelepiped’</td>
</tr>
<tr>
<td>( Sp \cup Cy )</td>
<td>Uncertainty that the target object is a ‘sphere’ or ‘cylinder’</td>
</tr>
<tr>
<td>( Cy \cup Pa )</td>
<td>Uncertainty that the target object is a ‘cylinder’ or ‘parallelepiped’</td>
</tr>
<tr>
<td>( Sp \cup Cy \cup Pa )</td>
<td>Uncertainty that the target object is a ‘sphere’, ‘cylinder’, or ‘parallelepiped’</td>
</tr>
</tbody>
</table>
5.2. Information Fusion

Having known the trust values of the hyper power set elements $\text{Obs}_i(D^\Theta)$, presented in Table 2, we apply the fusion algorithm, using the classic DSm combination rule, detailed in Section 4.2.3.

Applying Equation (4), we get the following formulas for the combination values:

$$m(Sp) = m_1(Sp) \cdot m_2(Sp) + m_1(Sp) \cdot m_2(Sp \cup Pa) + m_1(Sp \cup Pa) \cdot m_2(Sp) + m_1(Sp \cup Pa) \cdot m_2(Sp \cup Cy) + m_1(Sp \cup Cy) \cdot m_2(Sp) + m_1(Sp) \cdot m_2(Sp \cup Cy \cup Pa) + m_1(Sp \cup Cy \cup Pa) \cdot m_2(Sp) + m_1(Sp \cup Cy \cup Pa) \cdot m_2(Sp \cup Cy) + m_1(Sp \cup Cy) \cdot m_2(Sp \cup Cy)$$

$$m(Pa) = m_1(Pa) \cdot m_2(Pa) + m_1(Pa) \cdot m_2(Sp \cup Pa) + m_1(Sp \cup Pa) \cdot m_2(Pa) + m_1(Pa) \cdot m_2(Sp \cup Cy \cup Pa) + m_1(Pa) \cdot m_2(Sp \cup Cy \cup Pa) \cdot m_2(Pa) + m_1(Sp \cup Cy \cup Pa) \cdot m_2(Pa) + m_1(Sp \cup Pa) \cdot m_2(Cy \cup Pa) + m_1(Sp \cup Pa) \cdot m_2(Cy \cup Pa) + m_1(Cy \cup Pa) \cdot m_2(Pa) + m_1(Cy \cup Pa) \cdot m_2(Pa)$$

$$m(Cy) = m_1(Cy) \cdot m_2(Cy) + m_1(Cy) \cdot m_2(Cy \cup Pa) + m_1(Cy \cup Pa) \cdot m_2(Cy) + m_1(Cy \cup Pa) \cdot m_2(Cy \cup Pa) + m_1(Cy \cup Pa) \cdot m_2(Cy \cup Pa) + m_1(Cy \cup Pa) \cdot m_2(Cy \cup Pa) + m_1(Cy \cup Pa) \cdot m_2(Cy \cup Pa) + m_1(Cy \cup Pa) \cdot m_2(Cy \cup Pa)$$

During the fusion process, between the information provided by the two observers contradiction situations may appear. These are included in the hyper power set $D^\Theta$ and are described in Table 3.

**Table 3. Contradictions that may appear between the neutrosophic probabilities.**

<table>
<thead>
<tr>
<th>Mathematical Representation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Sp \cap Pa$</td>
<td>Contradiction between the certainties that the target object is a ‘sphere’ and ‘parallelepiped’</td>
</tr>
<tr>
<td>$Sp \cap Cy$</td>
<td>Contradiction between the certainties that the target object is a ‘sphere’ and ‘cylinder’</td>
</tr>
<tr>
<td>$Cy \cap Pa$</td>
<td>Contradiction between the certainties that the target object is a ‘cylinder’ and ‘parallelepiped’</td>
</tr>
<tr>
<td>$Sp \cap (Cy \cup Pa)$</td>
<td>Contradiction between the certainty that the target object is a ‘cylinder’ and the uncertainty that the target object is a ‘sphere’ or ‘parallelepiped’</td>
</tr>
<tr>
<td>$Pa \cap (Sp \cup Cy)$</td>
<td>Contradiction between the certainty that the target object is a ‘parallellepiped’ and the uncertainty that the target object is a ‘sphere’ or ‘cylinder’</td>
</tr>
<tr>
<td>$Cy \cap (Pa \cup Sp)$</td>
<td>Contradiction between the certainty that the target object is ‘cylinder’ and the uncertainty that the target object is a ‘parallellepiped’ or ‘sphere’</td>
</tr>
<tr>
<td>$Sp \cap Cy \cap Pa$</td>
<td>Contradiction between the certainties that the target object is a ‘sphere’, ‘cylinder’, and ‘parallelepiped’</td>
</tr>
</tbody>
</table>

Fusion values for contradiction are determined as

$$m(Sp \cap Pa) = m_1(Sp) \cdot m_2(Pa) + m_1(Pa) \cdot m_2(Sp)$$

(16)
\[ m(Sp \cap Cy) = m_1(Sp) \cdot m_2(Cy) + m_1(Cy) \cdot m_2(Sp) \] (17)
\[ m(Cy \cap Pa) = m_1(Cy) \cdot m_2(Pa) + m_1(Pa) \cdot m_2(Cy) \] (18)
\[ m(Sp \cap (Cy \cup Pa)) = m_1(Sp) \cdot m_2(Cy \cup Pa) + m_1(Cy \cup Pa) \cdot m_2(Sp) \] (19)
\[ m(Pa \cap (Sp \cup Cy)) = m_1(Pa) \cdot m_2(Sp \cup Cy) + m_1(Sp \cup Cy) \cdot m_2(Pa) \] (20)
\[ m(Cy \cap (Sp \cup Pa)) = m_1(Cy) \cdot m_2(Sp \cup Pa) + m_1(Sp \cup Pa) \cdot m_2(Cy) \] (21)

5.3. Data Deneutrosophication and Decision-Making

The combination values found in the previous section are deneutrosophicated using the logic diagram presented in Figure 4. For the decision-making algorithm we opted to use Petri nets [64], for it is easier to notice the system’s states transitions. The decision-making diagram proved to have a certain difficulty level, which required adding three sub diagrams:

1. sub_p1 (Figure 5)—this sub diagram deals with the contradiction between:
   - the certainty that the target object is a ‘sphere’ and the uncertainty that the target object is either a ‘parallelepiped’ or a ‘cylinder’.
   - the certainty that the target object is a ‘parallelepiped’ and the uncertainty that the target object is either a ‘sphere’ or a ‘cylinder’.
   - the certainty that the target object is a ‘cylinder’ and the uncertainty that the target object is either a ‘parallelepiped’ or a ‘sphere’.

2. sub_p2 (Figure 6)—this sub diagram deals with the contradiction between:
   - The certainty that the target object is a ‘sphere’ and a ‘parallelepiped’.
   - The certainty that the target object is a ‘sphere’ and a ‘cylinder’.
   - The certainty that the target object is a ‘cylinder’ and a ‘parallelepiped’.

3. sub_p3 (Figure 7)—this sub diagram deals with the uncertainty that the target object is:
   - a ‘sphere’ or a ‘parallelepiped’
   - a ‘sphere’ or a ‘cylinder’
   - a ‘cylinder’ or a ‘parallelepiped’

To not overload Figures 4–7 we have the following notations:

\[ A = \{ m(Sp \cap (Cy \cup Pa)), m(Pa \cap (Sp \cup Cy)), m(Cy \cap (Pa \cup Sp)) \}, \]
\[ B = \{ m(Sp \cap Pa), m(Sp \cap Cy), m(Cy \cap Pa) \}, \]
\[ C = \{ m(Sp \cup Pa), m(Sp \cup Cy), m(Cy \cup Pa) \}, \]
\[ D = \{ m(Sp), m(Pa), m(Cy) \}, \]
\[ a = m(Sp \cup Cy), \]
\[ b = m(Pa \cup Sp), \]
\[ c = m(Cy \cup Pa). \]

With the help of the Petri diagram (Figure 4), we take the decision of sorting the target object in one of the three categories, as follows:

1. Determine \( \max(m(Sp \cap (Cy \cup Pa)), m(Pa \cap (Sp \cup Cy)), m(Cy \cap (Pa \cup Sp))) \).
   - If \( \max(m(Sp \cap (Cy \cup Pa)), m(Pa \cap (Sp \cup Cy)), m(Cy \cap (Pa \cup Sp))) = m(Sp \cap (Cy \cup Pa)) \), the contradiction between the certainty value that the target object is a ‘sphere’ and the uncertainty value that the target object is a ‘cylinder’ or ‘parallelepiped’ is compared with
a threshold determined through an experimental trial-error process. If this is higher than or
equal to the chosen threshold, the target object is a ‘sphere’.

- If $\max(m(Sp \cap (Cy \cup Pa)), m(Pa \cap (Sp \cup Cy)), m(Cy \cap (Pa \cup Sp))) = m(Pa \cap (Sp \cup Cy))$, the contradiction between the certainty value that the target object is ‘parallelepiped’ and
the uncertainty value that the target object is a ‘sphere’ or ‘cylinder’ is compared with
the threshold mentioned above. If this is higher than or equal to the chosen threshold, the target
object is a ‘parallelepiped’.

- If $\max(m(Sp \cap (Cy \cup Pa)), m(Pa \cap (Sp \cup Cy)), m(Cy \cap (Pa \cup Sp))) = m(Cy \cap (Pa \cup Sp))$, the contradiction between the certainty value that the target object is a ‘sphere’ or ‘parallelepiped’ or ‘sphere’ is compared
with the threshold mentioned above. If this is higher than or equal to the chosen threshold,
the target object is a ‘sphere’.

If none of the three conditions are met, we proceed to the next step:

2. Determine $\max(m(Sp \cap Pa), m(Sp \cap Cy), m(Cy \cap Pa))$

- If $\max(m(Sp \cap Pa), m(Sp \cap Cy), m(Cy \cap Pa)) = m(Sp \cap Pa)$, the contradiction between the
certainty values that the target object is a ‘sphere’ and ‘parallelepiped’ is compared with
a threshold determined through an experimental trial-error process. If this is higher or equal
with the chosen threshold, we check if $m(Sp) + m(Sp \cup Cy) > m(Pa) + m(Cy \cup Pa)$. If this
condition if fulfilled, then the target objects is a ‘sphere’. Otherwise, the target object is
‘parallelepiped’.

- If $\max(m(Sp \cap Pa), m(Sp \cap Cy), m(Cy \cap Pa)) = m(Sp \cap Cy)$, the contradiction between the
certainty values that the target object is a ‘sphere’ and ‘cylinder’ is compared with
the threshold mentioned above. If this is higher or equal with the chosen threshold, we check
if $(Sp) + m(Sp \cup Pa) > m(Cy) + m(Cy \cup Pa)$. If this condition if fulfilled, then the target
objects is a ‘sphere’. Otherwise, the target object is a ‘cylinder’.

- If $\max(m(Sp \cap Pa), m(Sp \cap Cy), m(Cy \cap Pa)) = m(Cy \cap Pa)$, the contradiction between the
certainty values that the target object is a ‘cylinder’ and a ‘parallelepiped’ is compared with
the threshold mentioned above. If this is higher or equal with the chosen threshold, we check
if $m(Cy) + m(Sp \cup Cy) > m(Pa) + m(Sp \cup Pa)$. If this condition if fulfilled, then the target
objects is a ‘cylinder’. Otherwise, the target object is a ‘parallelepiped’.

If in none of the situations, the contradiction is not larger that the chosen threshold, we go to the
next step:

3. Determine $\max(m(Sp \cup Pa), m(Sp \cup Cy), m(Cy \cup Pa))$

- If $\max(m(Sp \cup Pa), m(Sp \cup Cy), m(Cy \cup Pa)) = m(Sp \cup Pa)$, the uncertainty probability
that the target object is a ‘sphere’ or ‘parallelepiped’ is larger than a threshold determined
through an experimental trial-error process, we check if $m(Sp) > m(Pa)$. If the condition is
fulfilled, the target object is a ‘sphere’. Otherwise, the target object is a ‘parallelepiped’.

- If $\max(m(Sp \cup Pa), m(Sp \cup Cy), m(Cy \cup Pa)) = m(Sp \cup Cy)$, the uncertainty probability
that the target object is a ‘sphere’ or ‘cylinder’ is larger than the threshold mentioned above,
we check if $m(Sp) > m(Cy)$. If the condition is fulfilled, the target object is a ‘sphere’. Otherwise, the target object is a ‘cylinder’.

- If $\max(m(Sp \cup Pa), m(Sp \cup Cy), m(Cy \cup Pa)) = m(Cy \cup Pa)$, the uncertainty probability
that the target object is a ‘cylinder’ or ‘parallelepiped’ is larger than the threshold mentioned
above, we check if $m(Cy) > m(Pa)$. If the condition is fulfilled, the target object is a ‘cylinder’. Otherwise, the target object is a ‘parallelepiped’.

If none of the hypotheses mentioned above are not fulfilled, we go to the next step:
4. Determine $\max(m(Sp), m(Pa), m(Cy))$

- If $\max(m(Sp), m(Pa), m(Cy)) = m(Sp)$, the target object is a ‘sphere’.
- If $\max(m(Sp), m(Pa), m(Cy)) = m(Pa)$, the target object is a ‘parallelepiped’.
- If $\max(m(Sp), m(Pa), m(Cy)) = m(Cy)$, the target object is a ‘cylinder’.

Figure 4. Petri diagram for decision-making algorithm.
Figure 5. Petri net for sub_p1.

Figure 6. Petri net for sub_p2.

Figure 7. Petri net for sub_p3.
6. Discussion

As mentioned in the introduction chapter, the main goal of this paper is to find a way to grasp objects according to their shape. This is done by classifying the target objects into three main classes: sphere, parallelepiped, and cylinder.

To determine the shape of the target objects, the robot work environment was scanned with a stereovision system and a Kinect sensor, with the purpose of creating a 3D image of the surrounding space in which the robot must fulfill its task. From the two created images, the target object is selected and then it is compared with three templates, which represent a sphere, a cube, and a cylinder. With a template matching algorithm the matching percentage is determined for each of the templates. These percentages (Figure 8), represents the data gathered from the observers, for the fusion problem. Because we wanted to test and verify the decision-making algorithm for as many cases as possible, the observers’ values were simulated using sine signals with different frequency and amplitude of 1 (Figure 8). This amplitude represents the maximum probability percentage that a certain type of object is found by the template matching algorithm.

![Figure 8. Simulation of the information provided by the two sensors/observers: (a) first observer detection; (b) second observer detection.](image)

On these input data, we then apply a neutrosophication algorithm with the purpose of obtaining the generalized belief assignment values for each of the statements an observer is doing:

- The certainty probability that the object is a ‘sphere’ (Figure 9a,h)
- The certainty probability that the object is a ‘parallelepiped’ (Figure 9b,i)
- The certainty probability that the object is a ‘cylinder’ (Figure 9c,j)
- The uncertainty probability that the object is a ‘sphere’ or a ‘parallelepiped’ (Figure 9d,k)
- The uncertainty probability that the object is a ‘sphere’ or a ‘cylinder’ (Figure 9e,l)
- The uncertainty probability that the object is a ‘cylinder’ or a ‘parallelepiped’ (Figure 9f,m)
- The uncertainty probability that the object is a ‘sphere’, a ‘cylinder’, or a ‘parallelepiped’ (Figure 9g,n).
Figure 9. Generalized trust values. From a to g correspond to Observer 1 and from h to n for Observer 2 as follows: (a) $m_1(Sp)$; (b) $m_1(Pa)$; (c) $m_1(Cy)$; (d) $m_1(Sp \cup Pa)$; (e) $m_1(Sp \cup Cy)$; (f) $m_1(Pa \cup Cy)$; (g) $m_1(Sp \cup Pa \cup Cy)$; (h) $m_2(Sp)$; (i) $m_2(Pa)$; (j) $m_2(Cy)$; (k) $m_2(Sp \cup Pa)$; (l) $m_2(Sp \cup Cy)$; (m) $m_2(Pa \cup Cy)$; (n) $m_2(Sp \cup Pa \cup Cy)$.

After the belief values were computed for each statement of the observers, we go to the data fusion step (Figure 10).

With the help of belief values presented in Figure 10 and computed using the neutrosophication method presented in Sections 5.1 and 5.2, we find the fusion values, presented in Figure 11.
Figure 10. Data fusion: (a) Observer 1 vs. Observer 2 for sphere objects; (b) Observer 1 vs. Observer 2 for parallelepiped objects; (c) Observer 1 vs. Observer 2 for cylinder objects.

Figure 11. Cont.
Using the fusion values and the decision-making diagram (Figure 4), from Section 5.2, we can sort the desired object into the three categories: sphere, parallelepiped, and cylinder. The obtained results are presented in Figure 12.

As one can see in Figure 11, the fusion values for certainty, uncertainty and contradiction are minimum. The only exception is the fusion value for the uncertainty that the target object is “sphere” or “parallelepiped” or “cylinder”, $m(Sp \cup Cy \cup Pa)$, when the data received from the observers are identical and not contradicting, the uncertainty is maximum. This means

$$Obs_1 : 50\% \text{ sphere}, 50\% \text{ parallelepiped}, 50\% \text{ cylinder} and$$
Therefore, the system cannot decide on a single state. This is why the robotic hand will maintain its starting position until the system will decide the target object’s category. This indecision period of time takes about 0.07 s. When the sensor values about the target object are changed from the equal values presented above, the algorithm is able to provide a solution.

The indecision also reaches high values at the time 3.14s, 6.28s, and 9.42s of the simulation, in the conditions that the observer’s statements are close in value with the already presented case from above.

\[\text{Obs}_1 : 50.08\% \text{ sphere}, 50.24\% \text{ parallelepiped}, 49.84\% \text{ cylinder}\]

\[\text{Obs}_2 : 49.68\% \text{ sphere}, 49.52\% \text{ parallelepiped}, 50.4\% \text{ cylinder}\]

for the moment 3.14 s

\[\text{Obs}_1 : 49.84\% \text{ sphere}, 49.52\% \text{ parallelepiped}, 49.68\% \text{ cylinder}\]

\[\text{Obs}_2 : 49.36\% \text{ sphere}, 49.04\% \text{ parallelepiped}, 49.2\% \text{ cylinder}\]

for the moment 6.28 s and

\[\text{Obs}_1 : 50.24\% \text{ sphere}, 50.72\% \text{ parallelepiped}, 49.52\% \text{ cylinder}\]

\[\text{Obs}_2 : 49.04\% \text{ sphere}, 48.57\% \text{ parallelepiped}, 51.19\% \text{ cylinder}\]

for the moment 9.42 s.

In Table 4, we present the general belief assignment values, the fusion values and the decision made by the algorithm for the situations previously mentioned.

### Table 4. Generalized trust values, fusion values, and decisions for the analyzed situations.

<table>
<thead>
<tr>
<th>Time</th>
<th>3.14 s</th>
<th>6.28 s</th>
<th>9.42 s</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hypothesis</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Source</td>
<td>State</td>
<td>Obs. 1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Sp</td>
<td>50.08%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Pa</td>
<td>50.24%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Cy</td>
<td>49.84%</td>
</tr>
<tr>
<td>Generalized belief assignment values</td>
<td></td>
<td>m(Sp)</td>
<td>0.0001</td>
</tr>
<tr>
<td>Fusion values</td>
<td></td>
<td>m(Pa)</td>
<td>0.0001</td>
</tr>
<tr>
<td></td>
<td></td>
<td>m(Cy)</td>
<td>0.0106</td>
</tr>
<tr>
<td></td>
<td></td>
<td>m(Sp ∪ Pa)</td>
<td>0.0106</td>
</tr>
<tr>
<td></td>
<td></td>
<td>m(Cy ∪ Pa)</td>
<td>0.0106</td>
</tr>
<tr>
<td></td>
<td></td>
<td>m(Sp ∪ Cy)</td>
<td>0.9680</td>
</tr>
<tr>
<td>Decision</td>
<td>Cylinder</td>
<td>Sphere</td>
<td>Cylinder</td>
</tr>
</tbody>
</table>
In all three cases, the uncertainty is quite large, and the algorithm asks for restarting the decision process and keeps the decision taken in previous decision process. In our case the decision was that the object is a ‘cylinder’, ‘sphere’, and ‘cylinder’ for the three analyzed points.

Analyzing Figure 11a, at the time of 4.08 s the object is decided to be a ‘cylinder’ because the probability that the target object is a cylinder is very high, \( m(Cy) = 0.7777 \).

For the time interval of 4.3–4.9 s, where in Figure 11d the contradiction between the target object being a ‘sphere’ or a ‘parallelepiped’ is larger than that the target object is a ‘sphere’ or a ‘cylinder’ respectively a ‘cylinder’ or a ‘parallelepiped’, the object is decided to be a ‘parallelepiped’ at first because the probability for it being a ‘parallelepiped’ is larger than the probability of it being a ‘sphere’ or a ‘cylinder’. This situation is changed starting with second 5 of the simulation, when the probability that the target object is a ‘sphere’ increase, the probability that the same object is a ‘cylinder’ remains low and the probability that the target object is a ‘parallelepiped’ decrease below the value of the ‘sphere’ probability.

7. Conclusions

Any robot, no matter of its purpose, has a task to fulfill. That task can be either of grasping and manipulation or just a transport task. To successfully complete its task, the robot must be equipped with a number of sensors that will provide enough information about the work environment in which the work is being done.

In this paper, we studied the situation in which the robot is equipped with a stereovision system and a Kinect sensor to detect the environment. The robot’s job was to grab and manipulate certain objects. With the help of two different systems, two 3D images of the environment can be created, each one for the two sensor type. In these images, we isolated the target object and it is compared with three template images, obtained through similar methods as the environment images. The three template images represent the 3D virtual model of a sphere, a parallelepiped, and a cylinder. The comparison is achieved with a template matching method, and following that we obtain a matching percentage for each template tested against the desired image.

Because we wanted to develop the decision-making algorithm based on information received from certain template matching methods, we considered as known the information that these algorithms can provide. Moreover, to test different cases, we selected several sine signals that can provide all the different cases that can occur in practice as input for our decision-making algorithm and output for the template matching methods.

The goal of this paper is in part a data fusion problem with the purpose of classifying the objects in visual range of a humanoid robot, so it can fulfill his grasping and manipulation task. We also wanted to label the target object in one of three categories mentioned above, so that during the approach phase on the target object, the robotic hand can prepare for grasping the object, lowering the time needed to complete the task.

The stereovision system and the Kinect sensor presented in Section 3, represent the information sources, called in this paper, the observers, name taken from the neutrosophic logic. These observers specify the state in which the system is. One observer can specify seven states for the searched object.

With the help of neutrosophic logic, we determine the generalized belief values for each of the seven states. The neutrosophic algorithm is applied to information gathered from both of the sensors. We have chosen the neutrosophic logic, because it extends fuzzy logic, providing instruments for also approaching the uncertain situations besides the true and false ones.

Using these belief values, we compute the fusion values on which we apply the classic DSm combination rule, and build the decision-making algorithm presented in Section 5. To help develop this decision-making algorithm we used a Petri net which provided us a clear method of switching through system states under certain conditions.
The decision-making algorithm analyzes the probability of completing all the possible tasks that may appear in sensor data fusion and tackles these possibilities so that for every input the system will have an output.

The presented method can be used successfully in real time applications, because it provides a decision in all the cases in a very short time (Table 5). The algorithm can be extended so that it can use information received from multiple sources or provide a decision starting from a high number of system states. The number of observer/data sources is not limited nor is the system’s states. However, while increasing the number of observers and system’s states, the data to be processed is increased and the decision-making algorithm design is becoming a highly difficult task to achieve.

Table 5. Average execution time of the presented algorithm.

<table>
<thead>
<tr>
<th>Method</th>
<th>Execution Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data neutrosophication for Obs. 1</td>
<td>0.0026</td>
</tr>
<tr>
<td>Data neutrosophication for Obs. 2</td>
<td>0.0026</td>
</tr>
<tr>
<td>Data fusion using DSmT</td>
<td>0.0002</td>
</tr>
<tr>
<td>Data deneutrosophication/decision-making</td>
<td>0.0092</td>
</tr>
<tr>
<td><strong>Total time</strong></td>
<td><strong>0.0146</strong></td>
</tr>
</tbody>
</table>

In the case of autonomous robots, these must be taught what to do and how to complete their tasks. From this, the necessity of developing new intelligent and reasoning system arises. The developed algorithm in this paper can be used successfully for target identification applications, object sorting, image labeling, motion tracking, obstacle avoidance, edge detection, etc.
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