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Abstract: The present paper attains a Harnack inequality for the option pricing (or Kolmogorov) equation with gradient estimate arguments. We then perform a no-arbitrage analysis of a financial market.
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1. Introduction

The study of Harnack inequality has been an active field in the past three decades. Harnack inequality states that the values of the nonnegative solution to a harmonic function are comparable. There are many articles presenting the Harnack inequality through various equations in European space or Riemannian manifold [1,2]. Additionally, some scholars study its applications [3–5].

In finance, the no-arbitrage hypothesis is an important theoretical basis in studying a series of financial problems (e.g., the investment portfolio and the option pricing theory). Many articles have studied the no-arbitrage condition mainly by functional analysis, the Martingale approach, and convex optimization. These articles yield plentiful rich results [6–8].

In recent years, new perspectives have appeared in researching current problems in the financial market. Romeil Sandhu [9] characterized the market fragility by Ricci curvature. Brody [10] applied information geometry to the theory of interest rates to analyze the relationship of two different yield curves. Young [11], Kirill Ilinski [12], and Simone Farinelli [13] characterized the geometric no-arbitrage condition by the curvature. Yang Ho Choi [14] derived a general asymptotic solution of the multidimensional Black–Scholes formula without the constant volatility assumption by the heat kernel expansion. Carciola et al. [3] proved the Harnack inequality of option pricing (or Kolmogorov operator) equations based on the fundamental solution of the Kolmogorov operator equations and studied the no-arbitrage bounds for a financial market by using this Harnack inequality.

Motivated by the work of Carciola et al. [3], a natural question is that, if the fundamental solution is not available, can one consider and study similar problems? From this consideration, we consider a similar no-arbitrage problem to some Kolmogorov-like operator equations based on a Harnack inequality with gradient estimate arguments instead of the argument of a fundamental solution for a financial market.

The organization of this paper is as follows. We state some necessary terminologies and notations in Section 2. Section 3 is devoted to perform the Harnack inequality and no-arbitrage analysis. Conclusions are provided in Section 4.
2. Preliminaries

For convenience, we first state some necessary terminologies and notations as follows.

Consider a market with \( n \) stocks \( S_i(t) \ (i = 1, 2, \ldots, n) \) and a risk-free asset \( B_t \), such as a bank account, at the time \( t \). Suppose the prices of the stocks and the bank account are described by

\[
dS_i = rS_idt + \sum_{j=1}^{n} \sigma_{ij}dW_j + \sigma_i^2dW_i,
\]

and

\[
dB_t = rB_t dt,
\]

where \( W = (W^1, \ldots , W^n) \) is a standard \( n \)-dimensional Brownian motion, \( \sigma \) is a non-singular \( n \times n \) matrix and the risk-free rate \( r \) is a constant.

Consider a portfolio described by a process \( \theta = (\alpha, \beta) = (a^1, \ldots , a^n, \beta) \), where \( \alpha = \alpha(t, S_t) \) and \( \beta = \beta(t, S_t) \) are smooth functions. The portfolio value can be expressed as

\[
V_t = \sum_{i=1}^{n} \alpha_i S_i + \beta_t B_t = \alpha_t S_t + \beta_t B_t.
\]

A strategy is called self-financing if

\[
dV_t = \alpha_t dS_t + \beta_t dB_t.
\]

Construct a portfolio \( \Pi_t \): buy one option \( C(S^1, \ldots , S^n, t) \), which is a function of \( S^i \) and \( t \), and sell \( \Delta_i \) underlying assets \( S^i \). The value of the portfolio is then \( \Pi_t = C(S^1, \ldots , S^n, t) - \sum_{i=1}^{n} \Delta_i S_i \), where \( \Delta_i \) can be chosen suitably so that \( \Pi_t \) is risk-free. Thus, the portfolio \( \Pi_t \) can be described by

\[
d\Pi_t = r\Pi_t dt,
\]

where \( r \) is a risk-free rate, that is,

\[
d\Pi_t = dC - \sum_{i=1}^{n} \Delta_i dS^i = r\Pi_t dt = r \left( C - \sum_{i=1}^{n} \Delta_i S^i \right) dt.
\]

Next we apply the Itô formula to \( C \), so that we have

\[
dC = \frac{\partial C}{\partial t} dt + \sum_{i=1}^{n} \frac{\partial C}{\partial S^i} dS^i + \frac{1}{2} \sum_{i,j=1}^{n} \frac{\partial^2 C}{\partial S^i \partial S^j} dS^i dS^j.
\]

Thus,

\[
\left( \frac{\partial C}{\partial t} + \frac{1}{2} \sum_{i,j=1}^{n} (\sigma^\ast)_{ij} S^i S^j \frac{\partial^2 C}{\partial S^i \partial S^j} \right) dt + \sum_{i=1}^{n} \left( \frac{\partial C}{\partial S^i} - \Delta_i \right) dS^i = r \left( C - \sum_{i=1}^{n} \Delta_i S^i \right) dt
\]

where \( \sigma^\ast \) is the transpose of \( \sigma \). The right-hand side of Equation (2) is risk-free, so the coefficient of the stochastic term on the left-hand side should be zero. We can take \( \Delta_i = \frac{\partial C}{\partial S^i} \) and remove \( dt \). Thus, we arrive at

\[
\frac{\partial C}{\partial t} + \frac{1}{2} \sum_{i,j=1}^{n} (\sigma^\ast)_{ij} S^i S^j \frac{\partial^2 C}{\partial S^i \partial S^j} + \sum_{i=1}^{n} r S^i \frac{\partial C}{\partial S^i} - rC = 0.
\]
It is well-known that Equation (1) is equivalent to the fact that 
\[ V_t = V(t, S_t), \alpha_t = \nabla S V(t, S_t) \] 
and 
\[ \beta_t = e^{-rt} (V(t, S_t) - S_t \nabla S V(t, S_t)) \], where V = V(t, S_t) is a solution to the B − S equation:

\[
\frac{1}{2} \sum_{i,j=1}^{n} (\sigma \sigma^*)_{ij} \partial_{s_is_j} V + r S \nabla S V + \partial_t V - r V = 0. \tag{3}
\]

Let \( x_i = \ln S_i \). Equation (3) becomes

\[
\frac{1}{2} \sum_{i,j=1}^{n} (\sigma \sigma^*)_{ij} \partial_{x_i x_j} V + b \nabla V + \partial_t V - r V = 0 \tag{4}
\]
or

\[
\partial_t V + \frac{1}{2} \nabla^* A \nabla V + b^* \nabla V - r V = 0 \tag{5}
\]
where \( b \) is a vector defined by

\[
b_i = r - \frac{1}{2} \sum_{i=1}^{n} \sigma_{ii}^2, i = 1, \ldots, n. \tag{6}
\]

By variable substitution, \( y = Bx \). Note that \( \nabla x = B^* \nabla y \). Equation (5) becomes

\[
\partial_t V + \frac{1}{2} \nabla^* (BAB^*) \nabla y + (Bb)^* \nabla y V - r V = 0. \tag{7}
\]

Because \( A \) is a symmetric matrix, there exists an orthogonal transformation \( B \) such that

\[
BAB^* = \Lambda = \begin{bmatrix}
\lambda_1 & 0 & \cdots & 0 \\
0 & \lambda_2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \lambda_n
\end{bmatrix}. \tag{8}
\]

where \( \lambda_1, \ldots, \lambda_n \) are characteristic values of matrix \( A \), and \( \xi_i \) is the characteristic vector corresponding to \( \lambda_i \). It is obvious that we can have

\[
B = \begin{bmatrix}
\xi_1^* \\
\xi_2^* \\
\vdots \\
\xi_n^*
\end{bmatrix} = \begin{bmatrix}
\hat{\xi}_{11} & \hat{\xi}_{12} & \cdots & \hat{\xi}_{1n} \\
\hat{\xi}_{21} & \hat{\xi}_{22} & \cdots & \hat{\xi}_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
\hat{\xi}_{n1} & \hat{\xi}_{n2} & \cdots & \hat{\xi}_{nn}
\end{bmatrix}. \tag{9}
\]

Under the substitution \( y = Bx \), Equation (7) becomes

\[
\partial_t V + \frac{1}{2} \sum_{i=1}^{n} \lambda_i \frac{\partial^2 V}{\partial y_i^2} + \sum_{i=1}^{n} \xi_i^* b \frac{\partial V}{\partial y_i} - r V = 0. \tag{10}
\]

Next we take \( V = e^{\omega^* y + \beta(T-t)u} \), where \( \beta \) is a constant and \( \omega \) is a \( n \)-dimension vector, which will be confirmed later. Hence, we obtain

\[
\partial_t u + \frac{1}{2} \sum_{i=1}^{n} \left[ \lambda_i \omega_i + \xi_i^* b \right] \frac{\partial u}{\partial y_i} + \frac{1}{2} \sum_{i=1}^{n} \lambda_i \frac{\partial^2 u}{\partial y_i^2} - \left[ r + \beta - \frac{1}{2} \omega^* \Lambda \omega - b^* B^* \omega \right] u = 0. \]

Assume the following:

\[
\omega = -\Lambda^{-1} B b
\]
and

\[ \beta = -r + \frac{1}{2} \omega^* \Lambda \omega + b^* B^* \omega \]
\[ = -r + \frac{1}{2} (Bb)^* \Lambda^{-1} \Lambda \Lambda^{-1} (Bb) - b^* B^* \Lambda^{-1} Bb. \]  
(11)

Equation (10) becomes

\[ \partial_t u = -\frac{1}{2} \sum_{i=1}^n \lambda_i \frac{\partial^2 u}{\partial y_i^2}. \]  
(12)

3. Harnack Inequality and No-Arbitrage Analysis

3.1. Harnack Inequality

Harnack inequality is used in many fields, the most important of which are those of parabolic differential equations [15] and nonlinear parabolic equations [16]. Carciola et al. [3] proved the Harnack inequality of Kolmogorov equations by using the method of optimal control, and they obtained the optimal Harnack constant. However, the works of Carciola et al. are heavily dependent on the fundamental solution of the Kolmogorov operator. Once the fundamental solution is unknown, how can one prove the Harnack inequality? For convenience and comparison, we also consider the Kolmogorov operator equation by adopting the argument in [17] to prove the Harnack inequality.

As we know, the Kolmogorov operator [18] is expressed generally as

\[ L := \frac{1}{2} \sum_{i,j=1}^n a_{ij} (t) \partial_{x_i x_j} + \langle b (t) + B (t) x, \nabla \rangle + \partial_t, (t, x) \in \mathbb{R}^{n+1}. \]  
(13)

Let \( f \) be a positive solution to \(Lf = 0\), according to Equation (12), the Kolmogorov equation is equivalent to

\[ \partial_t f = -\frac{1}{2} \sum_{i=1}^n \lambda_i \frac{\partial^2 f}{\partial y_i^2}. \]  
(14)

Set

\[ \triangle_{\lambda} u = \lambda_i \nabla_i \nabla_i u, \quad |\nabla u|_{\lambda}^2 = \lambda_i \nabla_i u \cdot \nabla_i u. \]

Let \( u = \log f \). We then have

\[ u_t = -\triangle_{\lambda} u - |\nabla u|_{\lambda}^2. \]  
(15)

In this paper, we will mainly consider the following Harnack quantity:

\[ H := -\alpha \triangle_{\lambda} u - \beta |\nabla u|_{\lambda}^2 + \phi. \]  
(16)

\( \alpha, \beta \in \mathbb{R}, \phi : \mathbb{R}^n \times [0, \infty) \) will be suitably chosen later.

**Lemma 1.** If \( H \) is defined as in Equation (16), then

\[ H_t = -\triangle_{\lambda} H - 2 \nabla H \cdot \nabla_{\lambda} u + \alpha \left[ 2 \sum_{i,j=1}^n \lambda_i \nabla_j \nabla_i u \cdot \lambda_j \nabla_j \nabla_i u - \triangle_{\lambda} u \right] \]
\[ - \beta \left[ 2 \sum_{i,j=1}^n \lambda_i \nabla_j \nabla_i u \cdot \lambda_j \nabla_j \nabla_i u + |\nabla u|_{\lambda}^2 \right] + \triangle_{\lambda} \phi + 2 \nabla \phi \cdot \nabla_{\lambda} u + \phi. \]  
(17)
Proof. By a direct calculation, we obtain
\[ \partial_t \left( |\nabla u|^2_{\lambda} \right) = -2\nabla_{\lambda} u \cdot \nabla \triangle_{\lambda} u - 2\nabla_{\lambda} u \cdot \nabla |\nabla u|^2_{\lambda} + |\nabla u|^2_{\lambda}, \]
and
\[ \partial_t (\triangle_{\lambda} u) = \triangle_{\lambda}' u - \triangle_{\lambda} (\triangle_{\lambda} u) - \triangle_{\lambda} \left( |\nabla u|^2_{\lambda} \right). \]
In addition,
\[ \triangle_{\lambda} \left( |\nabla u|^2_{\lambda} \right) = 2 \sum_{i,j=1}^{n} \lambda_i \nabla_j \nabla_i u \cdot \lambda_j \nabla_i \nabla_j u + 2\nabla_{\lambda} u \cdot \nabla \triangle_{\lambda} u. \tag{18} \]
We then have
\[ H_t = \alpha \triangle_{\lambda} (\triangle_{\lambda} u) + \beta \triangle_{\lambda} |\nabla u|^2_{\lambda} - \alpha \triangle_{\lambda}' u + 2\beta \nabla_{\lambda} u \cdot \nabla (\triangle_{\lambda} u) + 2 \beta \nabla \left( |\nabla u|^2_{\lambda} \right) \cdot \nabla \lambda u - \beta |\nabla u|^2_{\lambda} + \phi_t. \tag{19} \]
After simplifying Equation (19), we obtain
\[ H_t = -\triangle_{\lambda} H - 2\nabla H \cdot \nabla_{\lambda} u + \alpha \left[ 2 \sum_{i,j=1}^{n} \lambda_i \nabla_j \nabla_i u \cdot \lambda_j \nabla_i \nabla_j u - \triangle_{\lambda}' u \right] \\
- \beta \left[ 2 \sum_{i,j=1}^{n} \lambda_i \nabla_j \nabla_i u \cdot \lambda_j \nabla_i \nabla_j u + |\nabla u|^2_{\lambda}' \right] + \triangle_{\lambda} \phi + 2 \nabla \phi \cdot \nabla_{\lambda} u + \phi_t. \]
This completes the proof of Lemma 1. \( \square \)

For convenience, we assume
\[ Q_1. \quad \frac{1}{N} < \frac{2^{m+l}}{\partial y^m \partial y^l} < 1 \quad (i,j = 1, \ldots, n), \text{ where } N > 1, \text{ the integers } m, l \geq 0 \text{ satisfy } 1 \leq m + l \leq 4. \]
\[ Q_2. \quad 5 \sum_{i=1}^{n} \lambda_i^2 + 10 \sum_{i \neq j}^{n} \lambda_i \lambda_j \leq \frac{\alpha}{\beta} \sum_{i=1}^{n} \lambda_i'. \]

Lemma 2. Assume that \( Q_1 \) and \( Q_2 \) are tenable. The following then holds:
\[ a \triangle_{\lambda} (\triangle_{\lambda} u) + \beta \triangle_{\lambda} |\nabla u|^2_{\lambda} \leq a \triangle_{\lambda}' u. \]

Theorem 1. Suppose \( f(x,t) \) is a positive solution to Equation (14). If \( Q_1 \) and \( Q_2 \) hold, \( a, \beta, a \) satisfy
\[ 0 < a < \beta, \tag{20} \]
and
\[ a \geq \frac{na^2}{2(\beta - a)} > 0. \tag{21} \]
Assume \( u = \log f \). Then the following holds:
\[ H^0 \equiv -a \triangle_{\lambda} u - \beta |\nabla u|^2_{\lambda} - \frac{a}{t} \leq 0 \tag{22} \]
for all \( t \).
**Proof.** We choose \( \phi_R(y,t) \) defined on the \( n \)-rectangle denoted by \( R \subset \mathbb{R}^n \), which is made up of a Cartesian product of \( n \) intervals \([p_i, q_i]\), so that \( \phi_R \to -\infty \) if \( y_i \to p_i, q_i \), or if \( t \to 0 \). More precisely, we can take

\[
\phi_R(y,t) = -\frac{a}{t} - \sum_{k=1}^n \lambda_k \left( \frac{b}{(y_k - p_k)^2} + \frac{b}{(q_k - y_k)^2} \right)
\]  

(23)

for \( t > 0 \) and \( y = (y_1, \ldots, y_n) \in R = \prod_{i=1}^n [p_i, q_i] \). The corresponding Harnack quantity is

\[
H^R = -\alpha \Delta \lambda u - \beta |\nabla u|_\lambda^2 + \phi_R(y,t).
\]

It is obvious that \( H^R \to H^0 \), while the rectangle \( R = \prod_{i=1}^n [p_i, q_i] \to \mathbb{R}^n \), and \( H^R < 0 \) for small \( t (t \to 0) \).

Next, we will illustrate \( H^R < 0 \) by reduction to absurdity. Assume that \( H^R \) arrives at zero for the first time at point \( t_0 \) and point \( y_0 \in R \), that is, \( H^R(y_0, t_0) = 0 \). Then, at point \( (y_0, t_0) \), by maximum principle we have

\[
\left( H^R \right)_t \geq 0, \quad \nabla H^R = 0, \quad \Delta \lambda H^R \leq 0
\]

and

\[
\Delta \lambda u = -\frac{1}{\alpha} \left( \beta |\nabla u|_\lambda^2 - \phi_R \right).
\]

By applying Lemma 1 and the inequality \( \sum_{i,j=1}^n \lambda_i \nabla_j \nabla_i u \cdot \lambda_j \nabla_j \nabla_i u \geq \frac{1}{n} \lambda \lambda u^2 \), we have

\[
0 \leq -\Delta \lambda H^R - 2 \nabla H^R \cdot \nabla \lambda u + 2 (\alpha - \beta) \sum_{i,j=1}^n \lambda_i \nabla_j \nabla_i u \cdot \lambda_j \nabla_j \nabla_i u - \alpha \Delta \lambda \beta |\nabla u|_\lambda^2 + \Delta \lambda \phi_R + 2 \nabla \phi_R \cdot \nabla \lambda u + (\phi_R)_t.
\]

(24)

With Lemma 2, we have

\[
-\Delta \lambda H^R - \alpha \Delta \lambda u + \Delta \lambda \phi_R = a \Delta \lambda \left( \Delta \lambda u \right) + \beta \Delta \lambda |\nabla u|_\lambda^2 - \alpha \Delta \lambda u \leq 0.
\]

By Inequality (20) and by setting \( Y = |\nabla u|_\lambda^2 \), Inequality (24) becomes

\[
0 \leq \frac{2 (\alpha - \beta)}{\alpha^2} \beta Y^2 + \frac{2 (\alpha - \beta)}{\alpha^2} \phi_R^2 - \frac{4 (\alpha - \beta)}{\alpha^2} \beta Y \phi_R.
\]

(25)

We now illustrate that the right-hand side is in fact negative, which will give us a contradiction. Calculating \( -\frac{4 (\alpha - \beta)}{\alpha^2} \beta \phi_R \) and \( 2 \nabla \phi_R \cdot \nabla u \), we obtain

\[
-\frac{4 (\alpha - \beta)}{\alpha^2} \beta \phi_R + 2 \nabla \phi_R \cdot \nabla \lambda u 
\]

\[
\leq -\frac{4 (\alpha - \beta)}{\alpha^2} \beta \phi_R \left( |\nabla \lambda \phi_R| - \frac{\alpha^2}{4 (\alpha - \beta) \beta \phi_R} \right)^2.
\]

(26)
Noting that $\phi_R < 0$, we have
\[
-\frac{4(\alpha - \beta) \beta}{na^2} Y\phi_R + 2\nabla l \cdot \nabla u \leq \frac{na^2}{4(\alpha - \beta) \beta} \phi_R^2.
\]
Thus, we arrive at
\[
0 \leq (\phi_R)_t + \frac{na^2}{4(\alpha - \beta) \beta} \phi_R^2 + 2(\alpha - \beta) \beta \phi_R^2.
\]
We can deal with this by a direct calculation. It is easy to see that
\[
\left| \sqrt{\lambda_k} \nabla_k \phi_R \right|^2 = \sum_{k=1}^{n} \lambda_k^3 \left( \frac{2b}{(y_k - p_k)^2} - \frac{2b}{(q_k - y_k)^2} \right)^2
\]
and to observe that
\[
\frac{\left| \sqrt{\lambda_k} \nabla_k \phi_R \right|^2}{\phi_R} \geq - \sum_{k=1}^{n} \lambda_k^3 \left( \frac{2\sqrt{b}}{(y_k - p_k)^2} + \frac{2\sqrt{b}}{(q_k - y_k)^2} \right)^2.
\]
We set the following:
\[
A := \frac{2(\alpha - \beta)}{na^2}, \quad B := \frac{na^2}{4(\alpha - \beta) \beta} < 0.
\]
To arrive at a contradiction, we choose $a$ as in Inequality (21) so that $Aa^2 + a \leq 0$. Next, plugging Inequalities (23) and (28) into Inequality (27), we obtain
\[
0 \leq A \sum_{k=1}^{n} \lambda_k^2 \left( \frac{b}{(y_k - p_k)^2} + \frac{b}{(q_k - y_k)^2} \right)^2 - B \sum_{k=1}^{n} \lambda_k^2 \left( \frac{2\sqrt{b}}{(y_k - p_k)^2} + \frac{2\sqrt{b}}{(q_k - y_k)^2} \right)^2
\]
\[
\leq \left[ Ab^2 - 4Bb \right] \sum_{k=1}^{n} \lambda_k^2 \left( \frac{1}{(y_k - p_k)^2} + \frac{1}{(q_k - y_k)^2} \right)^2.
\]
We conclude that it is sufficient to have
\[
Ab^2 - 4Bb < 0,
\]
which reduces to
\[
b > \frac{4B}{A}.
\]
In conclusion, $a$ and $b$ satisfy
\[
a \geq \frac{na^2}{2(\beta - \alpha)}, \quad b > \frac{n^2a^4}{2(\alpha - \beta)^2 \beta}.
\]
At this point we can observe that the right-hand side of Inequality (24) is in fact negative, which is a contradiction. It is impossible for $H^R$ to reach zero for the first time. Therefore, $H^R < 0$, and it is obvious that $H^0 < 0$. Assume the solution exits in all of space $\mathbb{R}^n$, we can let $R \to \mathbb{R}^n$ so that $\phi_R \to -\frac{c}{r}$. This completes the proof of Theorem 1. $\Box$
Theorem 2. Let \( f \) be a positive solution to Equation (14). Let \( \gamma (t) = (y(t), t), t \in [t_1, t_2] \), be a space-time curve joining two given points \((y_1, t_1), (y_2, t_2) \in \mathbb{R}^n \times [0, \infty) \) with \( 0 < t_1 < t_2 \). Assume further that \( a \leq \frac{M}{2} \), \( |\nabla u| < M \) \( (M > 0) \) and \( \beta = a + \varepsilon \) (\( \varepsilon \to 0 \)). We then have

\[
 f(y_2, t_2) \leq f(y_1, t_1) \left( \frac{t_2}{t_1} \right)^{\frac{\beta}{4}} \exp \left[ \frac{1}{2} M^2 (t_2 - t_1) + \frac{|y_2 - y_1|^2}{2 (t_2 - t_1)} \right].
\]

Proof. Assume \( u = \log f \) in Equation (14). Then

\[
 u_t = -\Delta u - |\nabla u|^2.
\]

By the differential Harnack inequality expressed in Inequality (22), we have \( H^0 \leq 0 \), so

\[
 -\Delta u \leq \frac{1}{\alpha} \left( \beta |\nabla u|^2 + \frac{a}{4} \right).
\]

We then compute \( u \) along \( \gamma \):

\[
 \frac{d}{dt} [u(y(t), t)] = \nabla u \cdot \dot{y} + u_t \\
 = \nabla u \cdot \dot{y} - \Delta u - |\nabla u|^2 \\
 \leq \frac{1}{\alpha} \left( \beta |\nabla u|^2 + \frac{a}{4} \right) - |\nabla u|^2 + \nabla u \cdot \dot{y} \\
 = \left( \frac{\beta}{\alpha} - 1 \right) |\nabla u|^2 + \nabla u \cdot \dot{y} + \frac{a}{4 \alpha t} \\
 \leq \left( \frac{\beta}{\alpha} - 1 \right) |\nabla u|^2 + \frac{1}{2} |\nabla u|^2 + \frac{1}{2} |y|^2 + \frac{a}{4 \alpha t} \\
 \leq \frac{1}{2} M^2 + \frac{1}{2} |y|^2 + \frac{n}{2t}.
\]

Integrating the above inequality expressed in Inequality (30) along \( \gamma \), and taking the infimum over all the space-time paths,

\[
 u(y_2, t_2) - u(y_1, t_1) \leq \inf_{\gamma(t) = (y(t), t)} \int_{t_1}^{t_2} \left[ \frac{1}{2} M^2 + \frac{1}{2} |y|^2 + \frac{n}{2t} \right] dt.
\]

Recalling that \( u = \log f \), we arrive at Theorem 2. \( \square \)

Remark 1. Theorem 2 compares any two values of \( f \) in Equation (14). Recall the B–S equation, where we could compare the portfolio values at any two times. In Section 3.2, we will consider a two-period financial model and compare the portfolio values at the beginning and the end of the period by Theorem 2.

3.2. No-Arbitrage Analysis

Consider a single stage financial market with \( n \) assets and \( s \) elementary states of the world. The initial value of \( n \) assets are \( S_0^1, S_0^2, \ldots, S_0^s \), and their future values are \( S^1, S^2, \ldots, S^n \in \mathcal{M}^s \), where \( \mathcal{M}^s \) is a collection of contingent claims with \( s \) status. A general strategy is described by \( \theta = (\theta_1, \theta_2, \ldots, \theta_n)^T \in \Theta^s \). The cost of this strategy is

\[
 V_0 = \theta_1 S_0^1 + \theta_2 S_0^2 + \cdots + \theta_n S_0^n \\
 = (S_0^1, S_0^2, \ldots, S_0^n) \cdot (\theta_1, \theta_2, \ldots, \theta_n)^T. \\
 = S_0^\top \cdot \theta \in \mathbb{R}
\]
At the end of the period, the portfolio value is

$$V_1(\theta) = S\theta = \theta_1S^1 + \theta_2S^2 + \cdots + \theta_nS^n$$

$$= \begin{pmatrix}
S^{11} & S^{21} & \cdots & S^{n1} \\
S^{12} & S^{22} & \cdots & S^{n2} \\
\vdots & \vdots & \ddots & \vdots \\
S^{1s} & S^{2s} & \cdots & S^{ns}
\end{pmatrix} \begin{pmatrix}
\theta_1 \\
\theta_2 \\
\vdots \\
\theta_n
\end{pmatrix} \triangleq S \cdot \theta \in \mathcal{M}^s$$

where $S$ is a pay-off matrix. We denote the single stage financial market by $(\mathcal{M}^s, \Theta^0, S)$.

**Definition 1** (No-arbitrage). For the market $(\mathcal{M}^s, \Theta^0, S)$, if there exists a strategy $\theta' \in \Theta^0$, such that $V_0(\theta') \leq 0$ and $V_1(\theta') > 0$, we say that the market $(\mathcal{M}^s, \Theta^0, S)$ has the first kind of arbitrage. If there exists a strategy $\theta'' \in \Theta^0$, such that $V_0(\theta'') < 0$ and $V_1(\theta'') = 0$, we say that the market $(\mathcal{M}^s, \Theta^0, S)$ has the second kind of arbitrage.

We say that there is no arbitrage opportunity in the market $(\mathcal{M}^s, \Theta^0, S)$ if there is neither the first arbitrage opportunity nor the second arbitrage opportunity.

For details regarding the financial background, we refer the reader to [19,20].

**Proposition 1.** Consider the self-financing portfolio mentioned in Equation (1), which defined $[0,T]$. By Theorem 2, we have

$$V(t,S_t) \leq e^{rH(S_0,S_t,t)} V(0,S_0), \quad 0 \leq t < T$$

(31)

where

$$H(S_0,S_t,t) = \left( \frac{T}{T-t} \right)^{\frac{a}{2}} \exp \left[ \frac{|S_t - S_0|^2}{2t} + \frac{M^2t}{2} \right]$$

$$= \left( \frac{T}{T-t} \right)^{\frac{a}{2}} \exp \left[ \frac{1}{2t} \sum_{i=1}^{n} \left( S^i_t - S^i_0 \right)^2 + \frac{M^2t}{2} \right].$$

**Proof.** In fact, one can only take $V(t,S_t) = f(t,y_t), s_t = y_t$ in Theorem 2. This ends the proof of Proposition 1. □

**Corollary 1.** Formula (31) illustrates that it is of no-arbitrage in the self-financing market $(\mathcal{M}^s, \Theta^0, S)$.

3.3. Example

Consider a market with a risk asset $S_t$ and a risk-free asset $B_t$. Suppose the assets are given by

$$dS_t = rS_t dt + \sigma_0 S_t dW_t.$$  

$$dB_t = r_t B_t dt.$$  

(32)

Set $b = r - \frac{1}{2}\sigma_0^2$. As a consequence of Corollary 1, it is obvious that the market is of no-arbitrage if the portfolio value satisfies the following inequality:

$$V(S_t, t) \leq e^{rH(S_0,S_t,t)} V(S_0,0), \quad 0 \leq t < T$$

(33)

where

$$H(S_0,S_t,t) = \left( \frac{T}{T-t} \right)^{\frac{a}{2}} \exp \left[ \frac{\sigma_0^2}{2t} \left( \exp \{ \int_0^t \sigma_0 dW_s + bt \} - 1 \right)^2 + \frac{M^2t}{2} \right).$$

(34)
4. Conclusions

This paper gives the no-arbitrage analysis by a Harnack inequality for the option pricing equation with gradient arguments. In particular, we do not need to derive the fundamental solution of this Kolmogorov equation. Therefore, we could arrive at the no-arbitrage analysis if the fundamental solution of an option pricing equation is unknown.
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