Best Proximity Point Results for Generalized Θ-Contractions and Application to Matrix Equations
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Abstract: In this paper, we introduce the notion of Ćirić type α-ψ-Θ-contraction and prove best proximity point results in the context of complete metric spaces. Moreover, we prove some best proximity point results in partially ordered complete metric spaces through our main results. As a consequence, we obtain some fixed point results for such contraction in complete metric and partially ordered complete metric spaces. Examples are given to illustrate the results obtained. Moreover, we present the existence of a positive definite solution of nonlinear matrix equation

\[ X = Q + \sum_{i=1}^{m} A_i^* \gamma(X) A_i \]

and give a numerical example.
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1. Introduction and Preliminaries

In 1922, Polish mathematician Banach [1] proved an interesting result known as “Banach contraction principle” which led to the foundation of metric fixed point theory. His contribution gave a positive answer to the existence and uniqueness of the solution of problems concerned. Later on, many authors extended and generalized Banach’s result in many directions (see [2–4]). Samet et al. [5] introduced the contractive condition called α-ψ-contraction by

\[ a(x, y)d(Fx, Fy) \leq \psi(d(x, y)), \]

where the functions \( \psi: [0, \infty) \rightarrow [0, \infty) \) satisfy the following conditions:

(ψ₁) \( \psi \) is nondecreasing;

(ψ₂) \( \sum_{n=1}^{\infty} \psi^n(t) < \infty \) for all \( t > 0 \), where \( \psi^n \) is the nth iterate of \( \psi \) and \( \psi(t) < t \) for any \( t > 0 \);

and that \( F \) is \( \alpha \)-admissible if for all \( x, y \in X \)

\[ a(x, y) \geq 1 \Rightarrow a(Fx, Fy) \geq 1, \]

where \( a: X \times X \rightarrow [0, \infty) \) and proved some fixed point results for such mappings in the context of complete metric spaces \( (X, d) \). Subsequently, Salimi et al. [6] and Hussain et al. [2,7] modified the notions
of $\alpha$-$\psi$-contractive, $\alpha$-admissible mappings and proved certain fixed point results. In 2014, Jleli et al.\cite{4} generalized the contractive condition by considering a function $\Theta: (0, \infty) \rightarrow (1, \infty)$ satisfying,

$(\Theta_1) \Theta$ is nondecreasing;

$(\Theta_2)$ for each sequence $\{\alpha_n\} \subseteq R^+$, $\lim_{n \to \infty} \Theta(\alpha_n) = 1$ if and only if $\lim_{n \to \infty} (\alpha_n) = 0$;

$(\Theta_3)$ there exist $0 < k < 1$ and $l \in (0, \infty)$ such that $\lim_{x \to 0^+} \frac{\Theta(a) - 1}{a^k} = l$,

in the following way,

$$\Theta(d(Fx, Fy)) \leq [\Theta(d(x, y))]^k,$$

(2)

where $k \in (0, 1)$ and $x, y \in X$ and proved the following fixed point theorem.

**Theorem 1.** Suppose that $F: X \rightarrow X$ is a $\Theta$-contraction, where $(X, d)$ a complete metric space; then, $F$ possesses a unique $u \in X$ such that $Fu = u$.

Recently, Ahmad et al.\cite{8} used the following weaker condition instead of the condition $(\Theta_3)$:

$(\Theta_3') \Theta$ is continuous on $(0, \infty)$.

Many authors generalized (2) in many directions and proved fixed point theorems for single and multivalued contractive mappings (see\cite{8–10}).

However, the mapping involved in all these results were self mappings. For non-empty subsets $A$ and $B$ of a complete metric space $(X, d)$, the contractive mapping $F: A \rightarrow B$ may not have a fixed point. The case lead to the search for an element proximity point results in partially ordered complete metric spaces through our main results. As an application, we obtain some fixed point results for such contraction in metric and partially ordered spaces. Moreover, we prove best proximity point results in the framework of complete metric spaces. Moreover, we prove best proximity point results in the framework of complete metric spaces. Moreover, we prove best proximity point results in the framework of complete metric spaces.

Many authors established the existence and convergence of fixed and best proximity points under certain contractive conditions in different metric spaces (see e.g.,\cite{11–30} and references therein).

The purpose of this paper is to define the notion of Ćirić type $\alpha$-$\psi$-$\Theta$-contraction and prove some best proximity point results in the frame work of complete metric spaces. Moreover, we prove best proximity point results in partially ordered complete metric spaces through our main results. As an application, we obtain some fixed point results for such contraction in metric and partially ordered metric spaces. Some examples to prove the validity and the existence of solution of nonlinear matrix equation with a numerical example to show the usability of our results is presented.

In the sequel, we denote $\Psi$ the set of all functions $\psi$ satisfying $(\psi_1, \psi_2)$ and $\Omega$ the set of all functions $\Theta$ satisfying $(\Theta_1, \Theta_2, \Theta_3)$.

Let $(X, d)$ be a metric space, $A$ and $B$ two nonempty subsets of $X$. Define

\[
\begin{align*}
d(A, B) &= \inf\{d(a, b) : a \in A, b \in B\}, \\
A_0 &= \{a \in A : \text{there exists some } b \in B \text{ such that } d(a, b) = d(A, B)\}, \\
B_0 &= \{b \in B : \text{there exists some } a \in A \text{ such that } d(a, b) = d(A, B)\}.
\end{align*}
\]

**Definition 1.** Let $(X, d)$ be a metric space and $A_0 \neq \emptyset$, we say that the pair $(A, B)$ has the weak P-property if

\[
\begin{align*}
d(x_1, y_1) &= d(A, B) \\
d(x_2, y_2) &= d(A, B)
\end{align*}
\]

\[
\Rightarrow d(x_1, x_2) \leq d(y_1, y_2)
\]

for all $x_1, x_2 \in A$ and $y_1, y_2 \in B$. [31]
**Definition 2.** Let $(X,d)$ be a metric space and $A, B$ two subsets of $X$, a non-self mapping $T : A \to B$ is called $\alpha$-proximal admissible if
\[
\begin{align*}
\alpha(x_1, x_2) & \geq 1, \\
d(u_1, Tx_1) &= d(A, B), \quad \Rightarrow \quad \alpha(u_1, u_2) \geq 1, \\
d(u_2, Tx_2) &= d(A, B)
\end{align*}
\]
for all $x_1, x_2, u_1, u_2 \in A$, where $\alpha : A \times A \to [0, \infty)$. [4]

2. Best Proximity Point Results for Ćirić Type Contraction

We begin this section with the following definition:

**Definition 3.** Let $A, B$ be two subsets of a metric space $(X,d)$ and and $\alpha : A \times A \to [0, \infty)$ be a function. A mapping $F : A \to B$ is said to be Ćirić type $\alpha$-$\psi$-$\Theta$-contraction if for $\psi \in \Psi, \Theta \in \Omega$, there exists $k \in (0, 1)$ and for $x, y \in A$ with $\alpha(x, y) \geq 1$ and $d(Fx, Fy) > 0$, we have
\[
\alpha(x, y)\Theta[d(Fx, Fy)] \leq \left[\Theta(\Omega(M(x, y)))\right]^k, \quad (3)
\]
where
\[
M(x, y) = \max \left\{ d(x, y), \frac{d(x, Fx) + d(y, Fy)}{2} - d(A, B), \frac{d(x, Fx) + d(y, Fy)}{2} - d(A, B) \right\}.
\]

**Theorem 2.** Let $A$ and $B$ be two closed subsets of a complete metric space $(X,d)$ with $A_0 \neq \emptyset$ and let $F : A \to B$ be a Ćirić type $\alpha$-$\psi$-$\Theta$-contraction satisfying

(i) $F$ is $\alpha$-proximal admissible;
(ii) $F(A_0) \subseteq B_0$ and the pair $(A, B)$ satisfies the weak P-property;
(iii) $F$ is continuous;
(iv) there exist $x_0, x_1 \in A_0$ with $d(x_1, Fx_0) = d(A, B)$ such that $\alpha(x_0, x_1) \geq 1$.

Then, there exists $u \in A$ such that $d(u, Fu) = d(A, B)$.

**Proof.** Consider $x_0$ in $A_0$, since $F(A_0) \subseteq B_0$, there exists an element $x_1$ in $A_0$ such that $d(x_1, Fx_0) = d(A, B)$, by assumption (iv), $\alpha(x_0, x_1) \geq 1$. Since $x_1 \in A_0$ and $F(A_0) \subseteq B_0$, there exists $x_2 \in A_0$ such that $d(x_2, Fx_1) = d(A, B)$. By $\alpha$-proximal admissibility of $F$, we have that $\alpha(x_1, x_2) \geq 1$. Continuing in this way, we get
\[
d(x_{n+1}, Fx_n) = d(A, B) \quad \text{and} \quad \alpha(x_n, x_{n+1}) \geq 1 \quad \forall \, n \in \mathbb{N}. \quad (4)
\]

Now if there exists $u_0 \in \mathbb{N}$ such that $x_{n_0} = x_{n_0+1}$, we have
\[
d(x_{n_0}, Fx_{n_0}) = d(x_{n_0+1}, Fx_{n_0}) = d(A, B).
\]

Then, $x_{n_0}$ is the point of best proximity. Therefore, we assume that $x_n \neq x_{n+1}$, i.e., $d(x_n, x_{n+1}) > 0$ for all $n \in \mathbb{N} \cup \{0\}$.

By weak P-property of the pair $(A, B)$ and from (3), (4), we have for all $n \in \mathbb{N}$
\[
1 < \Theta[d(x_{n+1}, x_n)] \leq \Theta[d(Fx_n, Fx_{n-1})] \leq \alpha(x_n, x_{n-1})\Theta[d(Fx_n, Fx_{n-1})] \leq \left[\Theta(\Omega(M(x_n, x_{n-1})))\right]^k. \quad (5)
\]
where
\[
M(x_n, x_{n-1}) = \max \left\{ \frac{d(x_n, x_{n-1})}{2} \left| d(x_n, x_{n-1}) + \frac{d(x_n, x_{n+1}) + d(x_{n-1}, x_n)}{2} - d(A, B) \right| \right\}
\]
\[
\leq \max \left\{ \frac{d(x_n, x_{n-1})}{2} \left| d(x_n, x_{n-1}) + \frac{d(x_n, x_{n+1}) + d(x_{n-1}, x_n)}{2} - d(A, B) \right| \right\}
\]
\[
= \max \left\{ \frac{d(x_n, x_{n-1})}{2} \left| d(x_n, x_{n-1}) + \frac{d(x_n, x_{n+1}) + d(x_{n-1}, x_n)}{2} - d(A, B) \right| \right\}
\]
\[
\leq \max \left\{ d(x_n, x_{n-1}), d(x_n, x_{n+1}) \right\}.
\]

This together with inequality (5) gives
\[
1 < \Theta[d(x_n, x_{n+1})] \leq \left| \psi(\Theta(\max\{d(x_n, x_{n-1}), d(x_n, x_{n+1})\})) \right|^k.
\]

If
\[
\max\{d(x_n, x_{n-1}), d(x_n, x_{n+1})\} = d(x_n, x_{n+1}),
\]
we have
\[
1 < \Theta[d(x_n, x_{n+1})] \leq \left| \psi(\Theta(d(x_n, x_{n+1}))) \right|^k < \Theta(d(x_n, x_{n+1}),
\]
a contradiction, so we have
\[
1 < \Theta[d(x_n, x_{n+1})] \leq \left| \psi(\Theta(d(x_n, x_{n+1}))) \right|^k.
\]

By induction, we get
\[
1 < \Theta[d(x_n, x_{n+1})] \leq \left| \psi(\Theta(d(x_n, x_{n+1}))) \right|^k \leq \left| \psi(\Theta(d(x_{n-1}, x_{n-1}))) \right|^k \leq \left| \psi(\Theta(d(x_0, x_0))) \right|^k.
\]

Taking limit as \( n \to \infty \) in above inequality, we have
\[
\Theta[d(x_n, x_{n+1})] \to 1
\]
and by \( \Theta_2 \), we obtain
\[
\lim_{n \to \infty} d(x_n, x_{n+1}) = 0. \quad (6)
\]

Now, we show that \( \{x_n\} \) is a Cauchy sequence in \( A \). Suppose on the contrary that it is not, that is, \( \exists \epsilon > 0 \), we can find the sequences \( \{p_n\} \) and \( \{q_n\} \) of natural numbers such that for \( p_n > q_n > n \), we have
\[
d(x_{p_n}, x_{q_n}) \geq \epsilon.
\]

Then,
\[
d(x_{p_n-1}, x_{q_n}) < \epsilon \quad (7)
\]
for all \( n \in \mathbb{N} \). Thus, by triangle inequality and (7), we get
\[
\epsilon \leq d(x_{p_n}, x_q) \leq d(x_{p_n}, x_{p_n-1}) + d(x_{p_n-1}, x_q) < d(x_{p_n}, x_{p_n-1}) + \epsilon.
\]
Taking limit and using inequality (6), we get
\[
\lim_{n \to \infty} d(x_{p_n}, x_q) = \epsilon. \quad (8)
\]
Again by triangle inequality, we have
\[
d(x_{p_n}, x_{q_n}) \leq d(x_{p_n}, x_{p_n+1}) + d(x_{p_n+1}, x_{q_n+1}) + d(x_{q_n+1}, x_{q_n}) \quad (9)
\]
and
\[
d(x_{p_n+1}, x_{q_n+1}) \leq d(x_{p_n+1}, x_{p_n}) + d(x_{p_n}, x_{q_n}) + d(x_{q_n}, x_{q_n+1}). \quad (10)
\]
Taking limit as \( n \to \infty \), from Equations (6) and (8), we have that
\[
\lim_{n \to \infty} d(x_{p_n+1}, x_{q_n+1}) = \epsilon. \quad (11)
\]
Thus, Equation (8) holds. Then by assumption, \( a(x_{p_n}, x_{q_n}) \geq 1 \), we get
\[
1 \leq \Theta(d(x_{p_n+1}, x_{q_n+1})) \leq \Theta(d(Fx_{p_n}, Fx_{q_n})) \leq a(x_{p_n}, x_{q_n})\Theta(d(Fx_{p_n}, Fx_{q_n})) \leq |\psi(\Theta(M(x_{p_n}, x_{q_n})))|^k < \Theta(M(x_{p_n}, x_{q_n})).
\]
By taking limit as \( n \to \infty \) in above inequality, using \( (\Theta^\prime) \) and Equation (6), we get
\[
\lim_{n \to \infty} d(x_{p_n}, x_{q_n}) = 0 < \epsilon,
\]
which is a contradiction. Thus, \( \{x_n\} \) is a Cauchy sequence. Since \( \{x_n\} \subseteq A \) and \( A \) is closed in a complete metric space \((X, d)\), we can find \( u \in A \) such that \( x_n \to u \). Since \( F \) is continuous, we have \( Fx_n \to Fu \). This implies that \( d(x_{p_n+1}, Fx_n) \to d(u, Fu) \).

Since the sequence \( \{d(x_{n+1}, Fx_n)\} \) is a constant sequence with value \( d(A, B) \), we deduce
\[
d(u, Fu) = d(A, B).
\]
This completes the proof. \( \Box \)

**Example 1.** Let \( X = \mathbb{R}^2 \) with metric \( d \) defined as \( d((x_1, x_2), (y_1, y_2)) = |x_1 - y_1| + |x_2 - y_2| \). Suppose \( A = \{(-4, 0), (0, 4), (-9, -10), (-11, -8)\} \) and \( B = \{(-4, 0), (0, 4), (-9, -10), (-11, -8)\} \). Then, \( d(A, B) = 0 \). \( A_0 = \{(-4, 0), (0, 4), (-9, -10), (-11, -8)\} \) and \( B_0 = \{(-4, 0), (0, 4), (-9, -10), (-11, -8)\} \). Define \( F : A \to B \) by \( F(-4, 0) = (-9, -10), F(-7, -8) = (-11, -8), F(0, 4) = (-4, 0), F(20, 0) = (-4, 0), F(25, 30) = (0, -4) \) and \( a : A \times A \to [0, \infty) \) by \( a(x, y) = |x| + |y| \). Clearly, \( F(A_0) \subseteq B_0 \). Now, let \((-4, 0), (-7, -8) \in A \) and \((-4, 0), (-9, -10) \in B \) such that
\[
\begin{align*}
d((-4, 0), (-4, 0)) &= d(A, B) = 4, \\
d((-7, -8), (-9, -10)) &= d(A, B) = 4.
\end{align*}
\]
\[
\Rightarrow d((-4, 0), (-7, -8)) < d((-4, 0), (-9, -10)).
\]
Similarly, for all \((x_1, y_1), (x_2, y_2) \in A\) and \((u_1, v_1), (u_2, v_2) \in B\), we have
\[
\begin{align*}
d((x_1, y_1), (u_1, v_1)) &= d(A, B) \\
d((x_2, y_2), (u_2, v_2)) &= d(A, B) \\
\Rightarrow d((x_1, y_1), (x_2, y_2)) &< d((u_1, v_1), (u_2, v_2)),
\end{align*}
\]
that is, the pair \((A, B)\) has weak \(P\)-property. Suppose
\[
\begin{align*}
\alpha((−7, −8), (20, 0)) &≥ 1, \\
d((−9, −10), (−11, −8)) &= d(A, B) = 4, \\
d((−4, −4), (−4, 0)) &= d(A, B) = 4,
\end{align*}
\]
then \(\alpha((−9, −10), (−4, −4)) = \frac{11}{10} > 1\). Hence, \(\alpha((x, y), (u, v)) \geq 1\) for all \(x, y, u, v \in A\). Thus, \(F\) is \(\alpha\)-proximal admissible mapping. Now, we show that \(F\) is Ćirić type \(\alpha\)-\(\psi\)-\(\Theta\) contraction. For \((-4, −4), (20, 0)\), define \(\psi: [0, \infty) \to [0, \infty)\) by \(\psi(t) = \frac{999}{1000}t\) and \(\Theta: (0, \infty) \to (1, \infty)\) by \(\Theta(t) = t + 1\).

Now,
\[
\alpha((−4, −4), (20, 0)) \Theta |d(F(−4, −4), F(20, 0))| = \frac{88}{5} \tag{12}
\]
and for
\[
\begin{align*}
M(−4, −4), (20, 0)) &= \max \{d((−4, −4), (20, 0)), d((−4, −4), F(−4, −4)), d((20, 0), F(−4, −4)) - d(A, B), \\
&\quad \frac{d((−4, −4), F(20, 0)) + d((20, 0), F(−4, −4))}{2} - d(A, B)\}
\end{align*}
\]
we have
\[
|\psi(\Theta(M((4, 1), (7, 4))))|^k = \left(\frac{999}{1000}(29)\right)^k. \tag{13}
\]
Hence, from Equation (12), (13) and for \(k = 0.83\), we have
\[
\frac{88}{5} < \left(\frac{999}{1000}(29)\right)^k.
\]
Similarly, inequality holds for the remaining cases. Hence, all the assertions of Theorem 2 are satisfied and \(F\) has a best proximity point \((-7, −8)\).

**Example 2.** Let \(X = \mathbb{R}^2\) with metric \(d\) defined as \(d((x_1, x_2), (y_1, y_2)) = |x_1 − y_1| + |x_2 − y_2|\). Suppose \(A = (−\infty, −1] \times \{1\}\) and \(B = \{0\} \times (\frac{5}{4}, +\infty)\). Then, \(d(A, B) = d(−1, 1, (0, \frac{5}{4})) = \frac{5}{4}\) and \(A_0 = \{−1, 1\}, B_0 = \{(0, 0)\}\). Define \(F: A \rightarrow B\) by
\[
F(x, 1) = \begin{cases} (0, −x + |x + 3| |x + 4| e^{−x}) & \text{if } x \in (−\infty, −2), \\ (0, \frac{−x}{4} + 1) & \text{if } x \in [−2, −1]. \end{cases}
\]
and \( \alpha : A \times A \to [0, \infty) \) by
\[
\alpha((x, y), (u, v)) = \begin{cases} 
1, & \text{if } (x, y), (u, v) \in [-2, -1] \times [-2, -1], \\
0, & \text{otherwise}.
\end{cases}
\]

Clearly, \( F(A_0) \subseteq B_0 \). Now, let \((x_1, 1), (x_2, 1) \in A \) and \((0, u_1), (0, u_2) \in B \) such that
\[
\begin{align*}
\d ((x_1, 1), (0, u_1)) &= \d(A, B) = \frac{5}{4}, \\
\d ((x_2, 1), (0, u_2)) &= \d(A, B) = \frac{5}{4}.
\end{align*}
\]

Necessarily, \((x_1 = u_1 \in [-2, -1]) \) and \((x_2 = u_2 \in [-2, -1]) \). In this case,
\[
\d ((x_1, 1), (x_2, 1)) = \d((0, u_1), (0, u_2)),
\]
that is, the pair \((A, B)\) has weak P-property.

Suppose
\[
\begin{align*}
\alpha((x_1, 1), (x_2, 1)) &\geq 1, \\
\d ((u_1, 1), F(x_1, 1)) &= \d(A, B) = \frac{5}{4}, \\
\d ((u_2, 1), F(x_2, 1)) &= \d(A, B) = \frac{5}{4},
\end{align*}
\]
then
\[
\begin{align*}
(x_1, 1), (x_2, 1) &\in [-2, -1], \\
\d ((u_1, 1), F(x_1, 1)) &= \frac{5}{4}, \\
\d ((u_2, 1), F(x_2, 1)) &= \frac{5}{4}.
\end{align*}
\]

Thus, \((x_1, x_2) \in [-2, -1] \times [-2, -1] \). We also have \( u_1 = \frac{x_1}{2} + 1 \) and \( u_2 = \frac{x_2}{2} + 1 \), that is \((u_1 = \frac{x_1}{2} + 1, 1), (u_2 = \frac{x_2}{2} + 1) \in [-2, -1] \times [-2, -1] \). Thus, \( \alpha((u_1, 1), (u_2, 1)) \geq 1 \). That is, \( F \) is an \( \alpha\)-proximal admissible mapping. Now, we show that \( F \) is Cirić type \( \alpha\)-\( \psi \)-\( \Theta \) contraction. For this, define \( \psi : [0, \infty) \to [0, \infty) \) by \( \psi(t) = \frac{999}{1000}t \) and \( \Theta : (0, \infty) \to (1, \infty) \) by \( \Theta(t) = t + 1 \). We will verify the following inequality
\[
\alpha((x, 1), (y, 1)) \Theta[\d(F(x, 1), F(y, 1))] \leq |\psi(\Theta(M(x, 1), (y, 1)))|^k,
\]
where \( k \in (0, 1) \). The left-hand side of inequality (14) gives
\[
\alpha((x, 1), (y, 1)) \Theta[\d(F(x, 1), F(y, 1))] = \left| \frac{x - y}{4} \right| + 1
\]
and the right side of inequality (14) is
\[
[|\psi(\Theta(M((x, 1), (y, 1))))|^k].
\]
where

\[
M((x,1),(y,1)) = \max \left\{ \frac{d((x,1),(y,1))}{2}, \frac{d((x,1),F(x,1)) + d((y,1),F(y,1)) - d(A,B)}{2} \right\}
\]

\[
= \max \left\{ \frac{d((x,1),(y,1))}{2}, \frac{d((x,1),(0,-\frac{x}{y} + 1)) + d((y,1),(0,-\frac{y}{x} + 1)) - \frac{5}{4}}{2} \right\}
\]

\[
= \max \left\{ \frac{|x - y|}{2}, \frac{|x + 1 + \frac{x}{y} - 1| + |y| + |1 + \frac{y}{x} - 1| - \frac{5}{4}}{2} \right\}
\]

If \( \max\{|x - y|, \frac{|x + 1 + \frac{x}{y} + |y| + \frac{y}{x}}{2} - \frac{5}{4}\} = |x - y| \), then inequality (14) becomes

\[
\frac{|x - y|}{4} + 1 \leq \psi(\Theta(|x - y|)) = |\psi(|x - y| + 1)|^k < \psi(|x - y| + 1) = \frac{999}{1000} (|x - y| + 1).
\]

Thus, \( \frac{|x - y|}{4} + 1 < \frac{999}{1000} (|x - y| + 1) \), which is true.

Now, if

\[
\max \left\{ \frac{|x - y|}{2}, \frac{|x + 1 + \frac{x}{y} + |y| + \frac{y}{x}}{2} - \frac{5}{4} \right\} = \frac{|x + 1 + \frac{x}{y} + |y| + \frac{y}{x}}{2} - \frac{5}{4},
\]

then

\[
\frac{|x - y|}{4} + 1 \leq \left[ \psi(\Theta(\frac{|x + 1 + \frac{x}{y} + |y| + \frac{y}{x}}{2} - \frac{5}{4})) \right]^k
\]

\[
< \psi \left( 2(|x + 1 + \frac{x}{y} + |y| + \frac{y}{x}) - 4 \right)
\]

\[
= \frac{999}{1000} \left[ 2 \left( |x + 1 + \frac{x}{y} + |y| + \frac{y}{x} - 2 \right) \right]
\]

implies

\[
\frac{|x - y|}{4} + 1 < \frac{999}{1000} \left[ 2 \left( |x + 1 + \frac{x}{y} + |y| + \frac{y}{x} - 2 \right) \right],
\]

which is also true. Thus, \( F \) is Ćirić type \( \alpha - \psi - \Theta \) contraction. Similar argument holds for the rest of the interval.

Hence, all the hypotheses of Theorem 2 are verified. Thus \( F \) has best proximity point \((-1, 1)\).

Condition of continuity of the mapping in Theorem 2 can be replaced with the following condition to prove the existence of best proximity point of \( F \): \( H \): If \( \{x_n\} \) is a sequence in \( A \) such
that \( a(x_n, x_{n+1}) \geq 1 \) for all \( n \) and \( x_n \to x \in A \) as \( n \to \infty \), then there exists a subsequence \( \{x_{n(p)}\} \) of \( \{x_n\} \) such that \( a(x_{n(p)}, x) \geq 1 \) for all \( p \).

**Theorem 3.** Let \( A \) and \( B \) be two closed subsets of a complete metric space \((X,d)\) with \( A_0 \neq \emptyset \) and let \( F: A \to B \) be a Ćirić type \( \alpha\)-\( \varphi \)-\( \Theta \)-contraction satisfying

(i) \( F \) is \( \alpha \)-proximal admissible;
(ii) \( F(A_0) \subseteq B_0 \) and the pair \((A, B)\) satisfies the weak P-property;
(iii) there exists \( x_0, x_1 \in A_0 \) with \( d(x_1, Fx_0) = d(A, B) \) such that \( a(x_0, x_1) \geq 1 \);
(iv) condition \( \mathcal{H} \) holds.

Then, there exists \( u \in A \) such that \( d(u, Fu) = d(A, B) \).

**Proof.** Following the proof of Theorem 2, there is a Cauchy sequence \( \{x_n\} \) in \( A \) such that \( x_n \to u \in A \). Then, by condition (iv), there exists a subsequence \( \{x_{n(p)}\} \) of \( \{x_n\} \) such that \( a(x_{n(p)}, u) \geq 1 \) for all \( p \). Since \( F \) is Ćirić type \( \alpha\)-\( \varphi \)-\( \Theta \)-contraction, we have by weak P-property and for all \( p \)

\[
1 \leq \Theta(d(x_{n(p)+1}, u)) \leq \Theta(d(Fx_{n(p)}, Fu)) \leq a(x_{n(p)}, u)\Theta(d(Fx_{n(p)}, Fu)) \leq [\psi(\Theta(M(x_{n(p)}, u)))]^k,
\]

where

\[
M(x_{n(p)}, u) = \max\{d(x_{n(p)}, u), \frac{d(x_{n(p)}, Fx_{n(p)})+d(u, Fu)}{2} - d(A, B), \frac{d(x_{n(p)}, Fu)+d(u, Fx_{n(p)})}{2} - d(A, B)\}
\]

\[
\leq \max\{d(x_{n(p)}, u), \frac{d(x_{n(p)}, x_{n(p)+1})+d(x_{n(p)+1}, Fx_{n(p)})+d(u, Fu)}{2} - d(A, B), \frac{d(x_{n(p)}, Fu)+d(u, Fx_{n(p)})}{2} - d(A, B)\}
\]

\[
= \max\{d(x_{n(p)}, u), \frac{d(x_{n(p)}, x_{n(p)+1})+d(A, B)+d(u, Fu)}{2} - d(A, B), \frac{d(x_{n(p)}, Fu)+d(u, Fx_{n(p)})}{2} - d(A, B)\}.
\]

Letting \( p \to \infty \) in the above inequality, we get that

\[
\lim_{p \to \infty} M(x_{n(p)}, u) \leq \frac{d(u, Fu) - d(A, B)}{2}.
\]

Furthermore,

\[
d(u, Fu) \leq d(u, x_{n(p)+1}) + d(x_{n(p)+1}, Fx_{n(p)}) + d(Fx_{n(p)}, Fu)
\]

\[
\leq d(u, x_{n(p)+1}) + d(A, B) + d(Fx_{n(p)}, Fu),
\]

which gives

\[
d(u, Fu) - d(A, B) - d(u, x_{n(p)+1}) \leq d(Fx_{n(p)}, Fu).
\]

Taking \( p \to \infty \) in inequality (18), we get

\[
d(u, Fu) - d(A, B) \leq \lim_{p \to \infty} d(Fx_{n(p)}, Fu).
\]

By (15), we have

\[
\Theta(d(Fx_{n(p)}, Fu)) \leq [\psi(\Theta(M(x_{n(p)}, u)))]^k \leq \Theta(M(x_{n(p)}, u)),
\]
which implies
\[ d(Fx_{n(p)}, Fu) \leq M(x_{n(p)}, u). \] (21)

Taking limit as \( p \to \infty \) in inequality (21), we obtain
\[ d(u, Fu) - d(A, B) \leq \frac{d(u, Fu) - d(A, B)}{2}, \]
which is a contradiction. Hence, \( d(u, Fu) = d(A, B) \). \( \square \)

For the uniqueness of best proximity point, we use the following condition:
\( \mathcal{U} \): For all \( x, y \in \text{BPP}(F) \), \( \alpha(x, y) \geq 1 \), where \( \text{BPP}(F) \) denote the set of best proximity points of \( F \).

**Theorem 4.** Adding condition \( \mathcal{U} \) to the hypotheses of Theorem 2 (resp., Theorem 3), one obtains a unique \( u \) in \( A \) such that \( d(u, Fu) = d(A, B) \).

**Proof.** Suppose that \( u \) and \( v \) are two best proximity points of \( F \) with \( u \neq v \), that is, \( d(u, Fu) = d(A, B) = d(v, Fv) \). Then, by \( \mathcal{U} \),
\[ \alpha(u, v) \geq 1. \] (22)

Since the pair \((A, B)\) has the weak P-property, from inequality (3), we have
\[
\Theta(d(u, v)) \leq \Theta(d(Fu, Fv)) \\
\leq \alpha(u, v) \Theta(d(Fu, Fv)) \\
\leq [\psi(\Theta(M(u, v)))]^k \\
= [\psi(\Theta(d(u, v)))]^k \\
< \Theta(d(u, v)),
\] (23)
which is a contradiction, so \( u = v \). \( \square \)

If we take \( M(x, y) = d(x, y) \) in Theorem 2, we have the following corollary:

**Corollary 1.** Let \( A \) and \( B \) be two closed subsets of a complete metric space \((X, d)\) with \( A_0 \neq \emptyset \) and let \( F : A \to B \) be a mapping satisfying

(i) \( \alpha(x, y) \Theta[d(Fx, Fy)] \leq [\psi(\Theta(d(x, y)))]^k \);
(ii) \( F \) is continuous \( \alpha \)-proximal admissible;
(iii) \( F(A_0) \subseteq B_0 \) and the pair \((A, B)\) satisfies the weak P-property;
(iv) there exist \( x_0, x_1 \in A_0 \) with \( d(x_1, Fx_0) = d(A, B) \) such that \( \alpha(x_0, x_1) \geq 1 \).

Then, there exists \( u \in A \) such that \( d(u, Fu) = d(A, B) \).

If \( \alpha(x, y) = 1 \) for all \( x, y \in A \) in Theorem 2, we have

**Corollary 2.** Let \( A \) and \( B \) be two closed subsets of a complete metric space \((X, d)\) with \( A_0 \neq \emptyset \) and let \( F : A \to B \) be a mapping satisfying

(i) \( \Theta[d(Fx, Fy)] \leq [\psi(\Theta(M(x, y)))]^k \);
(ii) \( F(A_0) \subseteq B_0 \) and the pair \((A, B)\) satisfies the weak P-property;
(iii) \( F \) is continuous;
(iv) there exist \( x_0, x_1 \in A_0 \) such that \( d(x_1, Fx_0) = d(A, B) \);

Then, there exists \( u \in A \) such that \( d(u, Fu) = d(A, B) \).
If \( M(x, y) = d(x, y) \) in Corollary 2, we have the following corollary:

**Corollary 3.** Let \( A \) and \( B \) be two closed subsets of a complete metric space \((X, d)\) with \( A_0 \neq \emptyset \) and let \( F: A \rightarrow B \) be a mapping satisfying

(i) \( \Theta(d(Fx, Fy)) \leq [\psi(d(x, y))]^k; \)
(ii) \( F(A_0) \subseteq B_0 \) and the pair \((A, B)\) satisfies the weak P-property;
(iii) \( F \) is continuous;
(iv) there exist \( x_0, x_1 \in A_0 \) such that \( d(x_1, Fx_0) = d(A, B); \)

Then, there exists \( u \in A \) such that \( d(u, Fu) = d(A, B). \)

If we take \( \psi(t) = kt \) for \( k \in (0, 1) \) and \( \Theta(t) = e^t \) in Corollary 3, we obtain the following main results of Jleli et al. [32] and Suzuki [33]:

**Corollary 4.** ([32], Theorem 4.2). Let \( A \) and \( B \) be two closed subsets of a complete metric space \((X, d)\) with \( A_0 \neq \emptyset \) and let \( F: A \rightarrow B \) be a mapping satisfying

(i) \( d(Fx, Fy) \leq k(d(x, y)); \)
(ii) \( F(A_0) \subseteq B_0 \) and the pair \((A, B)\) satisfies the P-property;
(iii) \( F \) is continuous;
(iv) there exist \( x_0, x_1 \in A_0 \) such that \( d(x_1, Fx_0) = d(A, B); \)

Then, there exists \( u \in A \) such that \( d(u, Fu) = d(A, B). \)

**Corollary 5.** ([33], Theorem 8). Let \( A \) and \( B \) be two closed subsets of a complete metric space \((X, d)\) with \( A_0 \neq \emptyset \) and let \( F: A \rightarrow B \) be a mapping satisfying

(i) \( d(Fx, Fy) \leq k(d(x, y)); \)
(ii) \( F(A_0) \subseteq B_0 \) and the pair \((A, B)\) satisfies the weak P-property;
(iii) \( F \) is continuous;
(iv) there exist \( x_0, x_1 \in A_0 \) such that \( d(x_1, Fx_0) = d(A, B); \)

Then, there exists \( u \in A \) such that \( d(u, Fu) = d(A, B). \)

### 3. Best Proximity Point Results on Metric Space Endowed with Partial Order

Let \((X, d, \preceq)\) be a partially ordered metric space, \( A \) and \( B \) be two nonempty subsets of \( X. \) Many authors have proved the existence of best proximity point results in the framework of partially ordered metric spaces (see, for example, [12,17,34–38]). In this section, we obtain some new best proximity point results in partially order metric spaces, as an application of our results.

**Definition 4.** A mapping \( F: A \rightarrow B \) is said to be proximally order-preserving if and only if it satisfies the condition

\[
\begin{align*}
x_1 \preceq x_2, \\
d(u_1, Fx_1) = d(A, B), \quad \Rightarrow u_1 \preceq u_2 \\
d(u_2, Fx_2) = d(A, B).
\end{align*}
\]

for all \( x_1, x_2, u_1, u_2 \in A. \)

**Definition 5.** Let \((X, \preceq)\) be a partially ordered set. A sequence \( \{x_n\} \subset X \) is said to be nondecreasing with respect to \( \preceq \) if \( x_n \preceq x_{n+1} \) for all \( n. \)
Theorem 5. Let $A$ and $B$ be two closed subsets of a complete partially ordered metric space $(X, d, \preceq)$ with $A_0 \neq \emptyset$ and let $F: A \to B$ be a given non-self mapping such that

$$\Theta[d(Fx, Fy)] \leq [\psi(\Theta(M(x, y)))]^k,$$

where

$$M(x, y) = \max\{d(x, y), \frac{d(x, Fx) + d(y, Fy)}{2} - d(A, B), \frac{d(x, Fy) + d(y, Fx)}{2} - d(A, B)\}$$

for all $x, y \in A$ with $x \preceq y, \psi \in \Psi, \Theta \in \Omega$ and $k \in (0, 1)$. Suppose that

(i) $F(A_0) \subseteq B_0$ and the pair $(A, B)$ satisfies the weak $P$-property;

(ii) $F$ is continuous;

(iii) there exists $x_0, x_1 \in A_0$ with $d(x_1, Fx_0) = d(A, B)$ satisfies $x_0 \preceq x_1$.

Then, there exists $u \in A$ such that $d(u, Fu) = d(A, B)$.

Proof. Define $\alpha : A \times A \to [0, +\infty)$ by

$$\alpha(x, y) = \begin{cases} 1, & \text{if } x \preceq y, \\ 0, & \text{otherwise.} \end{cases}$$

Now, we prove that $F$ is a $\alpha$-proximal admissible mapping. For this, assume

$$\begin{cases} \alpha(x, y) \geq 1, \\ d(u, Tx) = d(A, B), \\ d(v, Ty) = d(A, B), \end{cases}$$

so

$$\begin{cases} x \preceq y, \\ d(u, Tx) = d(A, B), \\ d(v, Ty) = d(A, B). \end{cases}$$

Now, since $F$ is proximally order-preserving, $u \preceq v$. Thus, $\alpha(u, v) \geq 1$. Furthermore, by assumption that the comparable elements $x_0$ and $x_1$ in $A_0$ with $d(x_1, Tx_0) = d(A, B)$ satisfies $\alpha(x_0, x_1) \geq 1$. Finally, for all comparable $x, y \in A$, we have $\alpha(x, y) \geq 1$ and hence by (24), we have

$$\alpha(x, y)\Theta[d(Fx, Fy)] \leq [\psi(\Theta(M(x, y)))]^k.$$

That is, $F$ is Ćirić type $\alpha$-$\psi$-$\Theta$-contraction. Hence, all the conditions of Theorem 2 are satisfied. Thus, $F$ has a best proximity point. □

$\mathcal{H}'$: If $\{x_n\}$ is a non-decreasing sequence in $A$ such that $x_n \to u \in A$ as $n \to \infty$, then there exists a subsequence $\{x_{n(p)}\}$ of $\{x_n\}$ such that $x_{n(p)} \preceq u$.

Theorem 6. Let $A$ and $B$ be two closed subsets of a partially ordered complete metric space $(X, d, \preceq)$ with $A_0 \neq \emptyset$ and let $F: A \to B$ be a non self mapping such that

$$\Theta[d(Fx, Fy)] \leq [\psi(\Theta(M(x, y)))]^k,$$

where

$$M(x, y) = \max\{d(x, y), \frac{d(x, Fx) + d(y, Fy)}{2} - d(A, B), \frac{d(x, Fy) + d(y, Fx)}{2} - d(A, B)\}$$
for all comparable \( x, y \in A \), where \( \psi \in \Psi, \Theta \in \Omega \) and \( k \in (0, 1) \). Suppose that

(i) \( F(A_0) \subseteq B_0 \) and the pair \((A, B)\) satisfies the weak P-property;
(ii) there exist \( x_0, x_1 \in A_0 \) with \( d(x_1, Fx_0) = d(A, B) \) satisfied \( x_0 \preceq x_1 \);
(iii) condition \( \mathcal{H}' \) holds.

Then, there exists \( u \in A \) such that \( d(u, Fu) = d(A, B) \).

**Proof.** Following the definition of \( \alpha : A \times A \to [0, \infty) \) as in the proof of Theorem 5, one can easily observe that \( F \) is an \( \alpha \)-proximal admissible mapping and Ćirić type \( \alpha \)-\( \psi \)-\( \Theta \) contraction. Suppose that \( \alpha(x_n, x_{n+1}) \geq 1 \) for all \( n \in \mathbb{N} \) such that \( x_n \to x \) as \( n \to \infty \), then \( x_n \preceq x_{n+1} \) for all \( n \in \mathbb{N} \). Hence, by property \( \mathcal{H}' \), we have a subsequence \( \{x_{n(p)}\} \) of \( x_n \) such that \( x_{n(p)} \preceq x \) for all \( n \in \mathbb{N} \) and so \( \alpha(x_{n(p)}, x) \geq 1 \) for all \( n \in \mathbb{N} \). Thus, all the conditions of Theorem 3 are satisfied and \( F \) has a best proximity point. \( \square \)

\( \mathcal{U}' \): For all \( x, y \in \text{BPP}(F) \), \( x \preceq y \).

**Theorem 7.** Adding condition \( \mathcal{U}' \) to the hypotheses if Theorem 5 (resp., Theorem 6), one obtains a unique \( u \) in \( A \) such that \( d(u, Fu) = d(A, B) \).

**Proof.** Define \( \alpha : A \times A \to [0, +\infty) \) as in Theorem 5, we observe that \( F \) is an \( \alpha \)-proximal admissible mapping and Ćirić type \( \alpha \)-\( \psi \)-\( \Theta \) contraction. For uniqueness, suppose that \( u \) and \( v \) are two best proximity points of \( F \) with \( u \neq v \), that is, \( d(u, Fu) = d(A, B) = d(v, Fv) \). Then, by \( \mathcal{U}' \), \( u \preceq v \), which implies by the definition of \( \alpha \) that \( \alpha(u, v) \geq 1 \). Thus, by Theorem 4, we have the uniqueness of the best proximity point. \( \square \)

If we take \( M(x, y) = d(x, y) \) in Theorem 5, then we have following corollary:

**Corollary 6.** Let \( A \) and \( B \) be two closed subsets of a partially ordered complete metric space \((X,d, \preceq)\) with \( A_0 \neq \emptyset \) and let \( F : A \to B \) be a given non-self mapping such that

\[
\Theta[d(Fx, Fy)] \leq \left[\psi(\Theta(d(x, y)))\right]^k
\]

for all comparable \( x, y \in A \), where \( \psi \in \Psi, \Theta \in \Omega \) and \( k \in (0, 1) \). Suppose that

(i) \( F(A_0) \subseteq B_0 \) and the pair \((A, B)\) satisfies the weak P-property;
(ii) \( F \) is continuous;
(iii) there exists \( x_0, x_1 \in A_0 \) with \( d(x_1, Fx_0) = d(A, B) \) satisfies \( x_0 \preceq x_1 \).

Then, there exists \( u \in A \) such that \( d(u, Fu) = d(A, B) \).

4. Fixed Point Results for Ćirić Type \( \alpha \)-\( \psi \)-\( \Theta \)-Contraction

As an application of results proven in above sections, we deduce new fixed point results for Ćirić type \( \alpha \)-\( \psi \)-\( \Theta \)-contraction in the frame work of metric and partially ordered metric spaces. If we take \( A = B = X \) in Theorems 2 and 3, we obtain the following fixed point results:

**Theorem 8.** Let \((X,d)\) be a complete metric space and let \( F : X \to X \) be a self mapping satisfying

\[
\Theta[d(Fx, Fy)] \leq \left[\psi(\Theta(M(x, y)))\right]^k,
\]

where

\[
M(x, y) = \max\{d(x, y), \frac{d(x, Fx) + d(y, Fy)}{2}, \frac{d(x, Fx) + d(y, Fx)}{2}\}
\]

for all \( x, y \in X \), where \( \psi \in \Psi, \Theta \in \Omega \) and \( k \in (0, 1) \). Suppose that
(i) $F$ is $\alpha$-admissible;
(ii) $F$ is continuous;
(iii) there exists $x_0 \in X$ such that $\alpha(x_0, Fx_0) \geq 1$.

Then, $F$ has a fixed point.

**Theorem 9.** Let $(X, d)$ be a complete metric space and let $F: X \to X$ be a self mapping satisfying

$$\Theta[d(Fx, Fy)] \leq [\psi(\Theta(M(x, y)))]^k,$$

where

$$M(x, y) = \max \{d(x, y), \frac{d(x, Fx) + d(y, Fy)}{2}, \frac{d(x, Fy) + d(y, Fx)}{2}\}$$

for all $x, y \in X$, where $\psi \in \Psi$, $\Theta \in \Omega$ and $k \in (0, 1)$. Suppose that

(i) $F$ is $\alpha$-admissible;
(ii) there exists $x_0 \in X$ such that $\alpha(x_0, Fx_0) \geq 1$.
(iii) condition $H$ is satisfied.

Then, $T$ has a fixed point.

$U''$: For all $x, y \in \text{Fix}(F)$, $\alpha(x, y) \geq 1$.

**Theorem 10.** Adding condition $U''$ to the hypotheses of Theorem 8 (res., Theorem 9), we obtain a unique $x$ in $X$ such that $Fx = x$.

By taking $\alpha(x, y) = 1$ and using $\psi(t) < t$, for $t > 0$, in Theorem 8, we obtain the following result presented in [4]:

**Corollary 7 ([4], Corollary 2.1).** Let $(X, d)$ be a complete metric space and $F: X \to X$ be a given map. Suppose that there exist $\Theta \in \Omega$ and $k \in (0, 1)$ such that

$$d(Fx, Fy) \neq 0 \Rightarrow \Theta(d(Fx, Fy)) \leq [\Theta(d(x, y))]^k$$

for all $x, y \in X$. Then, $F$ has a unique fixed point.

If we take $A = B = X$ in Theorems 5 and 6, we obtain the following fixed point results for complete partially ordered metric spaces:

**Theorem 11.** Let $(X, d, \preceq)$ be a partially ordered complete metric space and let $F: X \to X$ be a non decreasing self mapping satisfying

$$\Theta[d(Fx, Fy)] \leq [\psi(\Theta(M(x, y)))]^k,$$

where

$$M(x, y) = \max \{d(x, y), \frac{d(x, Fx) + d(y, Fy)}{2}, \frac{d(x, Fy) + d(y, Fx)}{2}\}$$

for all comparable $x, y \in X$ where $\psi \in \Psi$, $\Theta \in \Omega$ and $k \in (0, 1)$. Suppose that

(i) $F$ is continuous,
(ii) there exists $x_0 \in X$ such that $x_0 \preceq Fx_0$.

Then, $F$ has a fixed point.
Theorem 12. Let \((X, d, \preceq)\) be a partially ordered complete metric space and let \(F: X \to X\) be a non decreasing self mapping satisfying
\[
\Theta[d(Fx, Fy)] \leq [\psi(\Theta(M(x, y)))]^k,
\]
where
\[
M(x, y) = \max \{d(x, y), \frac{d(x, Fx) + d(y, Fy)}{2}, \frac{d(x, Fy) + d(y, Fx)}{2}\}
\]
for all comparable \(x, y \in X\), where \(\psi \in \Psi, \Theta \in \Omega\) and \(k \in (0, 1)\). Suppose that
(i) there exists \(x_0 \in X\) such that \(x_0 \preceq Fx_0\).
(ii) condition \(\mathcal{H}’\) is satisfied.

Then, \(F\) has a fixed point.

\(\mathcal{U}’’’\): For all \(x, y \in \text{Fix}(F)\), \(x \preceq y\).

Theorem 13. Adding condition \(\mathcal{U}’’’\) to the hypotheses of Theorem 11 (res., Theorem 12), we obtain a unique \(x\) in \(X\) such that \(F x = x\).

If we take \(\psi(t) = kt\) for \(k \in (0, 1)\), \(\Theta(t) = e^t\) and \(M(x, y) = d(x, y)\) in Theorem 11, we obtain the following main results of Nieto et al. [39]:

Corollary 8 ([39], Theorem 2.1). Let \((X, d, \preceq)\) be a partially ordered complete metric space and let \(F: X \to X\) be a non decreasing self mapping satisfying
\[
d(Fx, Fy) \leq kd(x, y)
\]
for all comparable \(x, y \in X\) and \(k \in (0, 1)\). Suppose that
(i) \(F\) is continuous;
(ii) there exists \(x_0 \in X\) such that \(x_0 \preceq Fx_0\).

Then, \(F\) has a fixed point.

Removing the condition of continuity of the mapping \(F\) in Corollary 8 and using an extra condition on \(X\), we have the following corollary:

Corollary 9 ([39], Theorem 2.2). Let \((X, d, \preceq)\) be a partially ordered complete metric space and let \(F: X \to X\) be a non decreasing self mapping satisfying
\[
d(Fx, Fy) \leq kd(x, y)
\]
for all comparable \(x, y \in X\) and \(k \in (0, 1)\). Suppose that
(i) if a nondecreasing sequence \(x_n \to x\) in \(X\), then \(x_n \preceq x\), for all \(n\);
(ii) there exists \(x_0 \in X\) such that \(x_0 \preceq Fx_0\).

Then, \(F\) has a fixed point.
5. Applications to Nonlinear Matrix Equations

In this section, an illustration of Theorem 13 to guarantee the existence of a positive definite solution of nonlinear matrix equations is given. We shall use the following notations: Let $\mathcal{M}(n)$ be the set of all $n \times n$ complex matrices, $\mathcal{H}(n) \subseteq \mathcal{M}(n)$ be the class of all $n \times n$ Hermitian matrices, $\mathcal{P}(n) \subseteq \mathcal{H}(n)$ be the set of all $n \times n$ Hermitian positive definite matrices, $\mathcal{H}^+(n) \subseteq \mathcal{H}(n)$ be the set of all $n \times n$ positive semidefinite matrices. Instead of $X \in \mathcal{P}(n)$, we will write $X \succeq 0$. Furthermore, $X \succeq 0$ means $X \in \mathcal{H}^+(n)$. In addition, we will use $X \succeq Y (X \preceq Y)$ instead of $X - Y \succeq 0 (Y - X \succeq 0)$. Furthermore, for every $X, Y \in \mathcal{H}(n)$, there is a greatest lower bound and a least upper bound. The symbol $||.||$ denotes the spectral norm of the matrix $A$, that is, $||A|| = \lambda^+(A^*A)$ such that $\lambda^+(A^*A)$ is the largest eigenvalue of $A^*A$, where $A^*$ is the conjugate transpose of $A$. We denote by $||.||_\tau$ the Ky Fan norm defined by $||A||_\tau = \sum_{i=1}^n s_i(A) = tr((A^*A)^{\frac{1}{2}})$, where $s_i(A)$, $i = 1, \ldots, n$, are the singular values of $A \in \mathcal{M}(n)$ and $tr(A)$ for (Hermitian) nonnegative matrices. For a given $Q \in \mathcal{P}(n)$, we denote the modified norm $||.||_{\tau,Q}$ by $||A||_{\tau,Q} = ||Q^\frac{1}{2}AQ^\frac{1}{2}||_\tau$. The set $\mathcal{H}(n)$ equipped with the metric induced by $||.||_{\tau,Q}$ is a complete metric space for any positive definite matrix $Q$. Moreover, $\mathcal{H}(n)$ is a partially ordered set with partial order $\preceq$ where $X \succeq Y \Leftrightarrow Y \preceq X$.

In this section, denote $d(X, Y) = ||Y - X||_{\tau,Q} = tr(Q^\frac{1}{2}(Y - X)Q^\frac{1}{2})$. We consider the following class of nonlinear matrix equation:

$$X = Q + \sum_{i=1}^m A_i^* \gamma(X) A_i,$$

(26)

where $Q \in \mathcal{P}(n)$, $A_i, i = 1, 2, \ldots, m$, are arbitrary $n \times n$ matrices and a continuous mapping $\gamma : \mathcal{H}(n) \to \mathcal{H}(n)$ which maps $\mathcal{P}(n))$ into $\mathcal{P}(n)$. Assume that $\gamma$ is an order-preserving ($\gamma$ is order preserving if $A, B \in \mathcal{H}(n)$ with $A \preceq B$ implies that $\gamma(A) \preceq \gamma(B)$) mapping.

Lemma 1 ([40]). Let $A \succeq 0$ and $B \succeq 0$ be $n \times n$ matrices. Then, $0 \leq tr(AB) \leq ||A||_\tau tr(B)$.

Now, we prove the following result:

Theorem 14. Let $\mathcal{F} : \mathcal{H}(n) \to \mathcal{H}(n)$ be an order-preserving continuous mapping which maps $\mathcal{P}(n)$ into $\mathcal{P}(n)$ and $Q \in \mathcal{P}(n)$. Assume that

(a) $0 < \sum_{i=1}^m A_i^* \gamma(Q) A_i \preceq Q$;
(b) for all $X \preceq Y$ and $M > 1$

$$d(\gamma(X), \gamma(Y)) \leq \frac{d(\mathcal{F}(X), \mathcal{F}(Y)) \Theta(tr(M(X,Y)))}{M^2 \Theta(tr(M(X,Y)))^2},$$

(27)

where

$$M(X,Y) = \max\{d(X,Y), \frac{d(X,\mathcal{F}(X)) + d(\mathcal{F}(X),\mathcal{F}(Y))}{2}, \frac{d(\mathcal{F}(X),\mathcal{F}(Y)) + d(Y,\mathcal{F}(X))}{2}\}$$

holds. Then, (26) has a positive definite solution $\bar{X}$ in $\mathcal{P}(n)$.

Proof. Define $\mathcal{F} : \mathcal{H}(n) \to \mathcal{H}(n)$ by

$$\mathcal{F}(X) = Q + \sum_{i=1}^m A_i^* \gamma(X) A_i$$

(28)
and $\psi(t) = \frac{t}{M}$, $M > 1$. Then, a fixed point of $\mathcal{F}$ is a solution of (26). Let $X, Y \in \mathcal{H}(n)$ with $X \preceq Y$, then $\mathcal{F}(X) \preceq \mathcal{F}(Y)$. Thus, for $d(X, Y) > 0$, we have
\[
d(\mathcal{F}(X), \mathcal{F}(Y)) = ||\mathcal{F}(Y) - \mathcal{F}(X)||_{\tau, Q} = \text{tr}(Q^{\frac{1}{2}}(\mathcal{F}(Y) - \mathcal{F}(X))Q^{\frac{1}{2}})
\]
\[
= \sum_{i=1}^{m} \text{tr}(Q^{\frac{1}{2}}A_{i}^{*}(\gamma(Y) - \gamma(X))A_{i}Q^{\frac{1}{2}})
\]
\[
= \sum_{i=1}^{m} \text{tr}(Q^{\frac{1}{2}}A_{i}^{*}(\gamma(Y) - \gamma(X)))
\]
\[
= \sum_{i=1}^{m} \text{tr}(Q^{\frac{1}{2}}A_{i}^{*}Q^{-\frac{1}{2}}Q^{\frac{1}{2}}(\gamma(Y) - \gamma(X))Q^{\frac{1}{2}})
\]
\[
= \text{tr}(Q^{-\frac{1}{2}}A_{i}QA_{i}^{*}Q^{-\frac{1}{2}}(\gamma(Y) - \gamma(X))Q^{\frac{1}{2}}
\]
\[
= \sum_{i=1}^{m} |\sum_{i=1}^{m} Q^{-\frac{1}{2}}A_{i}QA_{i}^{*}Q^{-\frac{1}{2}}| \cdot ||\gamma(Y) - \gamma(X)||_{\tau, Q}.
\]

The inequality follows from Lemma 1. From condition (a) and (b), we have that
\[
d(\mathcal{F}(X), \mathcal{F}(Y)) \leq \frac{d(\mathcal{F}(X), \mathcal{F}(Y))\Theta(tr(M(X, Y)))}{M^{2}\Theta(tr(\mathcal{F}(X) - \mathcal{F}(Y))(\Theta(tr(M(X, Y))))^{\frac{1}{2}}
\]
and $Q \preceq \mathcal{F}(Q)$. This implies
\[
\Theta(tr(\mathcal{F}(X) - \mathcal{F}(Y))) \leq \frac{1}{M^{2}}(\Theta(tr(M(X, Y))))^{\frac{1}{2}}
\]
\[
= \left( \frac{1}{M} \Theta(tr(M(X, Y))) \right)^{\frac{1}{2}}
\]
\[
= (\psi(\Theta(tr(M(X, Y))))^{\frac{1}{2}}.
\]

Thus, using Theorem 13, we conclude that $\mathcal{F}$ has a unique fixed point and hence the matrix Equation (26) has a unique solution $\hat{X}$ in $\mathcal{P}(n)$. \(\square\)

**Example 3.** Consider the matrix equation
\[
X = Q + A_{1}^{*}XA_{1} + A_{2}^{*}XA_{2},
\]
where $Q, A_{1}$ and $A_{2}$ are given by
\[
Q = \begin{pmatrix}
9 & 3 & 1 & 1 \\
3 & 9 & 3 & 1 \\
1 & 3 & 9 & 3 \\
1 & 1 & 3 & 9
\end{pmatrix}, \quad A_{1} = \begin{pmatrix}
0.0325 & 0.057 & 0.057 & 0.0325 \\
0.057 & 0.0325 & 0.0325 & 0.057 \\
0.057 & 0.0325 & 0.0325 & 0.057 \\
0.0325 & 0.057 & 0.0325 & 0.057
\end{pmatrix}, \quad A_{2} = \begin{pmatrix}
0.0325 & 0.057 & 0.057 & 0.0325 \\
0.057 & 0.0325 & 0.0325 & 0.057 \\
0.0325 & 0.057 & 0.0325 & 0.057 \\
0.0325 & 0.057 & 0.0325 & 0.057
\end{pmatrix}.
\]
A_2 = \begin{pmatrix} 0.68 & 0.0871 & 0.68 & 0.0871 \\ 0.0871 & 0.68 & 0.0871 & 0.68 \\ 0.68 & 0.0871 & 0.68 & 0.0871 \\ 0.0871 & 0.68 & 0.0871 & 0.68 \end{pmatrix}.

Define Θ(t) = t + 1 and F(X) = \frac{X}{8}. Then, conditions (a) and (b) of Theorem 14 are satisfied for M = 2. By using the iterative sequence,

\[ X_{n+1} = Q + \sum_{i=1}^{2} A_i^* X_n A_i \]

with

\[ X_0 = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}. \]

After 18 iterations, we get the unique solution

\[ \hat{X} = \begin{pmatrix} 16.774 & 3.03286 & 1.87143 & 1.00872 \\ 3.03286 & 16.774 & 3.02615 & 1.87143 \\ 1.87143 & 3.02615 & 16.774 & 3.03286 \\ 1.00872 & 1.87143 & 3.03286 & 16.774 \end{pmatrix} \]

of the matrix Equation (29). The residual error is \( R_{18} = ||\hat{X} - \sum_{i=1}^{2} A_i^* \hat{X} A_i|| = 3.50316 \times 10^{-5} \) and the convergence history is given in the Figure 1:

![Figure 1](image.png)

**Figure 1.** Convergence history for (29).

6. Conclusions

This paper is concerned with the existence and uniqueness of the best proximity point results for Ćirić type contractive conditions via auxiliary functions \( \psi \in \Psi \) and \( \Theta \in \Omega \) in the framework of complete metric spaces and complete partially ordered metric spaces. In addition, as a consequence, some fixed point results as a special case of our best proximity point results of the relevant contractive conditions in such spaces are studied. To illustrate the existence results, some examples are constructed. Finally, as an application of our fixed point result for partially ordered metric space, the existence of positive definite solution for nonlinear matrix equation is investigated and a numerical example is presented. Our results generalized the results of Jleli et al. [4,32], Suzuki [33] and Nieto et al. [39].
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