Abstract: Maximally supersymmetric field theories in various dimensions are believed to possess special properties due to extended supersymmetry. In four dimensions, they are free from UV divergences but are IR divergent on shell; in higher dimensions, on the contrary, they are IR finite but UV divergent. In what follows, we consider the four-point on-shell scattering amplitudes in \( D = 6, 8, 10 \) supersymmetric Yang–Mills theory in the planar limit within the spinor-helicity and on-shell supersymmetric formalism. We study the UV divergences and demonstrate how one can sum them over all orders of PT. Analyzing the \( R \)-operation, we obtain the recursive relations and derive differential equations that sum all leading, subleading, etc., divergences in all loops generalizing the standard RG formalism for the case of nonrenormalizable interactions. We then perform the renormalization procedure, which differs from the ordinary one in that the renormalization constant becomes the operator depending on kinematics. Solving the obtained RG equations for particular sets of diagrams analytically and for the general case numerically, we analyze their high energy behavior and find that, while each term of PT increases as a power of energy, the total sum behaves differently: in \( D = 6 \) two partial amplitudes decrease with energy and the third one increases exponentially, while in \( D = 8 \) and 10 the amplitudes possess an infinite number of periodic poles at finite energy.
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1. Introduction

In the last decade, we witnessed serious progress in understanding the structure of the amplitudes (the S-matrix) in gauge theories in various dimensions (for review see, for example, [1–7]). This progress became possible due to the development of new techniques: the spinor helicity and momentum twistor formalisms [1,2,8], different sets of recurrence relations for the tree level amplitudes, the unitarity based methods for the loop amplitudes [1,2] and various realizations of the on-shell superspace formalism for theories with supersymmetry [9–11].

The subject of investigation was mainly related to the so-called maximally supersymmetric theories, which are believed to possess special properties due to higher symmetries. The number of supersymmetries \( N \) that can be realized in D dimensions is limited if one restricts the maximal spin of the states. For the gauge theories with maximal spin 1, one has the following maximally supersymmetric theories: \( D = 4 \), \( N = 4 \), \( D = 6 \), \( N = 2 \), \( D = 8 \), \( N = 1 \), \( D = 10 \), \( N = 1 \).
While the $\mathcal{N} = 4$ SYM theory is completely on-shell UV finite and possesses only the IR divergences, in higher dimensions, the situation is the opposite: there are no IR divergences even on shell but all theories are UV nonrenormalizable by power counting. Among $D = 4$ gauge theories, $\mathcal{N} = 4$ SYM [9–11] possesses some exceptional properties and is expected to be exactly solvable. Thus, one could expect that $\mathcal{N} = 4$ higher dimensional counterparts will also be, in some sense, exceptional theories.

Indeed, the integrands of the four-point amplitudes in SYM theory in any even dimension have almost identical form (only the tree level amplitudes, which are the common factors, are different). This is the consequence of the dual (super)conformal symmetry, which is present, in some form, in all the above-mentioned SYM theories [8,12,13].

In the sequence of papers [14–17], we considered the leading and subleading UV divergences of the on-shell four-point scattering amplitudes for all three cases of maximally supersymmetric SYM theories, $D = 6$ ($\mathcal{N} = 2$ SUSY), $D = 8$ ($\mathcal{N} = 1$ SUSY) and $D = 10$ ($\mathcal{N} = 1$ SUSY). We obtained the recursive relations that allow one to get leading and subleading divergences in all loops in a pure algebraic way [16,17]. Then, we constructed the differential equations, which are the generalization of the RG equations for non-renormalizable theories [16,17]. Similar to the renormalizable theories, these equations lead to summation of the leading (and subleading) divergences in all loops. In [18], we concentrated on solving these equations. For a particular set of diagrams, these equations allow for an analytical solution while in the general case we applied numerical methods. Remarkably, numerical solutions follow the general pattern of their analytical counterparts, which allows one to trace the main properties of the solutions explicitly. In [18], we considered also the sub-subleading case and focused on the scheme dependence of the counter terms. We studied the transition from the minimal to non-minimal subtraction scheme and showed that it was equivalent to the redefinition of the dimensionless couplings $g_2^2 s^2$ or $g_2^2 l^2$ similar to the renormalizable case. The difference from the latter case manifests itself in the fact that the renormalization constant becomes the operator depending on the kinematics. The peculiarities of the renormalization procedure for higher dimensional theories is discussed in detail in [19].

In this paper, we summarize all our results in studying maximally supersymmetric gauge theories in $D = 6, 8, 10$ dimensions. For the sake of completeness, in Section 2, we remind the spinor helicity and on-shell superspace formalism. In Section 3, we discuss essential details of both formalisms. Let us start with the generalization of the spinor
helicity formalism to the case of even dimensions $D = 6, 8$ and $10$. In our discussion, we mainly follow [8]. The corresponding on-shell momentum superspace is discussed in the next section.

In even dimensions, one can always choose the chiral representation of the gamma matrices as $\Gamma^\mu$ (as usual $\{\Gamma^\mu, \Gamma^\nu\} = 2\eta^{\mu\nu}$):

$$\Gamma^\mu = \begin{pmatrix} 0 & (\sigma^\mu)^{AB'} \\ (\sigma^\mu)^{B'A} & 0 \end{pmatrix}. \quad (1)$$

Here, $\mu$ is the $SO(D-1,1)$ Lorentz group in $D$ dimensions vector representation index, $A$ and $B' = 1, \ldots, 2^{D/2-1}$ are the $Spin(SO(D-1,1))$ indices. Here, we are interested in $D = 4, 6, 8, 10$. The explicit form of $(\sigma^\mu)^{AB'}$ and $(\sigma^\mu)^{B'A}$ can be found in [8]. Using this notation, one can decompose the Dirac spinor $\psi$ as a pair of Weyl chiral and anti-chiral spinors $\lambda^A$ and $\tilde{\lambda}^{A'}$.

One can construct the Lorentz invariant $\psi^T C \psi$ from two Dirac spinors $\psi_2$ and $\psi_1$ using the charge conjugation matrix $C$ defined so that

$$C \Gamma^\mu C^{-1} = - (\Gamma^\mu)^T. \quad (2)$$

The explicit form of $C$ can be found in [8]. As for the Weyl spinors, there are two possible decompositions of $C$ depending on dimension:

$$C = \begin{pmatrix} \Omega_{BA} & 0 \\ 0 & \Omega^{B'A'} \end{pmatrix}, \quad (3)$$

and

$$C = \begin{pmatrix} \Omega^{B'} & 0 \\ 0 & \Omega_A \end{pmatrix}, \quad (4)$$

respectively, for $D = 4, 8$ and $D = 6, 10$. The $\Omega$ matrices obey the following relations:

$$\Omega_{BA} \Omega^{AC} = \delta^c_b, \quad \Omega^{B'A'} \Omega^{AC'} = \delta^{B'}_{C'},$$

for $D = 4, 8$, and

$$\Omega^{A'}_B \Omega^{C'}_A = \delta^C_b, \quad \Omega_A \Omega^A_C = \delta^{B'}_{C'},$$

for $D = 6, 10$.

One can use the matrices $\Omega$ to raise and lower the indices of the spinors

$$\lambda_A = \lambda^B \Omega_{BA} \lambda^{A'}, \quad \Omega_A^{A'} \lambda_{B'} = \lambda^B \Omega_{BA} \lambda^{A'},$$

for $D = 4, 8$ and to relate the chiral and anti-chiral spinors

$$\lambda_A = \Omega_A^{A'} \lambda_{A'}, \quad \tilde{\lambda}^{A'} = \lambda^A \Omega_A^{A'}$$

for $D = 6, 10$. Using these properties, one can also construct the Lorentz invariants for the pair of spinors which are labeled by $i$ and $j$ in two ways:

$$\lambda^B_i \Omega_{BA} \lambda^A_j \equiv \langle ij \rangle, \quad \tilde{\lambda}^{A'}_i \Omega^{B'A'} \tilde{\lambda}_{A'j} \equiv \langle [ij] \rangle$$

and

$$\lambda^A_i \Omega^A_A \lambda^{A'}_j \equiv [ij], \quad \tilde{\lambda}^{A'}_i \Omega^{A'}_A \lambda_{A'j} \equiv \langle [ij] \rangle$$

for $D = 4, 8$ and $D = 6, 10$, respectively. The matrices $C$ can be always chosen in such a way that
\[C^T = -C \text{ for } D = 4, 10,\]
\[C^T = C \text{ for } D = 6, 8.\] (11)

In some dimensions, it is also possible to construct additional Lorentz invariants. For example, in \(D = 6\), one has \(\text{Spin}(SO(5,1)) \equiv SU(4)^*\), so one can use absolutely antisymmetric tensor \(\varepsilon_{ABCE}\) associated with \(SU(4)^*\) to contract spinorial indices of four spinors:
\[
\varepsilon_{ABCD} \lambda^A_1 \lambda^B_2 \lambda^C_3 \lambda^D_4 \equiv \langle 1234 \rangle, \\
\varepsilon_{ABCD} \tilde{\lambda}^A_1 \lambda^B_2 \tilde{\lambda}^C_3 \lambda^D_4 \equiv \langle 1234 \rangle. \\
\]
These combinations are also Lorentz invariant.

It is always possible to relate light-like (massless) momentum \(p_\mu\) with the pair of Weyl spinors using the Dirac equations for the spinors \(\lambda^A\) and \(\tilde{\lambda}^{A'}\):
\[
(p_\mu \sigma^\mu)^{BA'} \tilde{\lambda}^{A'}_{A'} = 0 \text{ and } (p_\mu \tilde{\sigma}^\mu)\lambda^A = 0. \tag{12}
\]

The solutions to these equations can be labeled by additional helicity indices \(a\) and \(a'\) that transform under the little group of the Lorentz group, which is \(SO(D - 2)\) in our case. We want to stress that in \(D > 4\) dimensions, helicity of a massless particle is no longer conserved and transforms according to the little group similarly to helicity of a massive particle in \(D = 4\). From the Dirac equations, one can see that
\[
(p_\mu \sigma^\mu)^{BA'} \tilde{\lambda}^{A'}_{A' a} = 0, \quad (p_\mu \tilde{\sigma}^\mu)\lambda^A_a = 0, \tag{13}
\]
and for their conjugates
\[
(p_\mu \sigma^\mu)^{BA'} \tilde{\lambda}^{A'}_{A' a} = 0, \quad (p_\mu \tilde{\sigma}^\mu)\lambda^A_a = 0. \tag{14}
\]

One can take the solutions to these equations \(\tilde{\lambda}^{A' a}(p), \lambda^{A a}(p)\) (and their conjugates) in such a way that
\[
\sum_a \lambda^{B a}(p) \tilde{\lambda}^{A' a}(p) = p_\mu (\sigma^\mu)^{BA'}, \quad \sum_a \tilde{\lambda}^{B a'}(p) \lambda^{A' a'}(p) = p_\mu (\tilde{\sigma}^\mu)^{B A'}. \tag{15}
\]

This gives us the desired representation of light-like momentum \(p_\mu\) as a pair of Weyl spinors.

Using Weyl spinors, one can also construct a representation for the polarization vectors of gluons in \(D\) dimensions, which is given up to normalization by
\[
\varepsilon^\mu_{aa'}(p|q) = q_v \frac{\tilde{\lambda}_{a'}(p)(\sigma^\mu \sigma^\nu)\lambda^a(q)}{(pq)}, \\
\varepsilon^{\mu a'a'}(p|q) = q_v \frac{\lambda^a(p)(\sigma^\mu \sigma^\nu)\lambda^{a'}(q)}{(pq)}. \tag{16}
\]

Note that the polarization vectors contain the dependence on an additional parameter (vector) \(q\). This dependence parameterizes the gauge ambiguity and the dependence on \(q\) must cancel in gauge invariant objects such as scattering amplitudes. The polarization vectors for massless fermions can be chosen as Weyl spinors while the polarization vectors for scalars are trivial.

Using this representation of momenta and polarization vectors in terms of Weyl spinors, one can always write down the scattering amplitude in the gauge theory in arbitrary even dimension, which is the function of the Lorentz invariant products of momenta and polarization vectors in terms of the spinor products corresponding to the momenta of external particles only.

2.2. On-Shell Momentum Superspace

In this section, we discuss the essential details regarding the on-shell momentum superspace constructions in \(D = 6, 8, 10\) dimensions.

With the on-shell momentum superspace, one can obtain a compact representation for the amplitudes (all amplitudes with different particles are combined in a single object) in supersymmetric gauge theories, which is very convenient in the unitarity based computations [1,2].
Let us start with the $D = 6\, \mathcal{N} = (1,1)$ on-shell momentum superspace formalism first [20]. The on-shell $\mathcal{N} = (1,1)$ superspace for $D = 6$ can be parameterized by the following set of coordinates:

$$\mathcal{N} = (1,1) \text{ D=6 on-shell superspace } = \{ \lambda^A_\alpha, \bar{\lambda}^A_\dot{\alpha}, \eta^I_{\alpha\dot{\alpha}}, \bar{\eta}^I_{\dot{\alpha}\alpha} \}. \quad (17)$$

where $\eta^I_{\alpha\dot{\alpha}}$ and $\bar{\eta}^I_{\dot{\alpha}\alpha}$ are the Grassmannian coordinates, and $I = 1, 2$ and $I' = 1', 2'$ are the $SU(2)_R \times SU(2)_R$ R-symmetry indices. Note that this superspace is not chiral. In this superspace, one has two types of supercharges $q^{AI}$ and $\bar{q}_{AI'}$ with the commutation relations

$$\{ q^{AI}, q^{BJ} \} = p^{AB} \epsilon^{IJ},$$
$$\{ \bar{q}_{AI'}, \bar{q}_{BJ'} \} = p_{AB} \epsilon^{I'J'},$$
$$\{ q^{AI}, \bar{q}_{AI'} \} = 0. \quad (18)$$

Using this superspace, similar to the $D = 4$ SYM case [1,2], one can combine all creation/annihilation operators of the on-shell states from the $\mathcal{N} = (1,1)$ supermultiplet into a single combination that is invariant under on-shell SUSY transformations. The $\mathcal{N} = (1,1)$ supermultiplet itself is given by the following creation/annihilation operators

$$\{ A_{ab}, \Psi^a_I, \bar{\Psi}^{I'}_{\dot{a}}, \phi^I_+ \},$$

which correspond to the physical polarizations of the gluon $|A_{ab}\rangle$, two fermions $|\Psi^a_I\rangle,|\bar{\Psi}^{I'}_{\dot{a}}\rangle$ and two complex scalars $|\phi^I_+\rangle$ (antisymmetric with respect to $I, I'$). This multiplet is CPT self-conjugated.

However, to do this, one has to perform a truncation of the full $\mathcal{N} = (1,1)$ on-shell superspace [20]. This can be done consistently by using a special version of harmonic superspace [20]. The harmonic variables $u^+_I$ and $\bar{u}^{I'}_{\dot{a}}$ in this setup must be chosen to parameterize the double coset space

$$\frac{SU(2)_R}{U(1)} \times \frac{SU(2)_R}{U(1)}. \quad (19)$$

Using these variables, we express the projected supercharges and the Grassmannian coordinates as

$$q^{+A} = u^+_I q^{A I}, \quad \bar{q}^+_A = u^{I' \dot{a}} \bar{q}_{A I'},$$
$$\eta^{+I} = u^+_I \eta^I_{\alpha\dot{\alpha}}, \quad \bar{\eta}^{+I'}_{\dot{a}} = u^{I' \dot{a}} \bar{\eta}^I_{\dot{\alpha}\alpha}. \quad (20)$$

We can also re-express all creation/annihilation operators of the on-shell states of $D = 6\, \mathcal{N} = (1,1)$ SYM using our new harmonic variables. The bosonic states are

$$\phi^{--}, \quad \phi^{+-}, \quad \phi^{--}, \quad \phi^{++}, \quad A^{ab}, \quad (21)$$

while the fermionic states are

$$\Psi^{-a}, \quad \Psi^{+a}, \quad \Psi^{-\dot{a}}, \quad \Psi^{+\dot{a}}. \quad (22)$$

Then, we have to consider only the objects that depend on the set of variables that parameterize the subspace (“analytic superspace”) of the full $\mathcal{N} = (1,1)$ on-shell superspace

$$\mathcal{N} = (1,1) \text{ D=6 on-shell harmonic superspace } = \{ \lambda^A_\alpha, \bar{\lambda}^A_\dot{\alpha}, \eta^{-a}_I, \bar{\eta}^{+a}_{I' \dot{a}} \}. \quad (23)$$

The projected supercharges and momentum generators acting on the analytic superspace for the n-particle case can be explicitly written as:

$$p^{AB} = \sum_i^n \lambda^A_a(p_i) \lambda^B_\alpha(p_i), \quad q^{-A} = \sum_i^n \lambda^A_{-a}(p_i) \eta^{-a}_I, \quad \bar{q}_+^A = \sum_i^n \bar{\lambda}^A_{a}(p_i) \bar{\eta}_+^{+a}_{I' \dot{a}}. \quad (24)$$
where \( \langle XY \rangle_i \) \( \equiv \mathcal{A}_{i}^{\lambda a A, \eta_{a}, \eta_{\bar{a}}} \). Hereafter, we will drop the ± labels for simplicity. As in the \( D = 4 \) case, we can formally write the color-ordered amplitude as

\[
\mathcal{A}_{\Omega}(\{\lambda_1^A, \lambda_2^A, \eta_{a}, \eta_{\bar{a}}\}) = \langle 0 | \prod_{i=1}^{n} \Omega_i | S | 0 \rangle,
\]

where \( S \) is the S-matrix operator of the theory, and the average \( \langle 0 | \ldots | 0 \rangle \) is understood with respect to some (for example, component) formulation of the theory. The invariance with respect to translations and supersymmetry transformations requires the amplitude to be annihilated by the corresponding generators

\[
p^{AB} \mathcal{A}_{\Omega} = q^{A} \mathcal{A}_{\Omega} = \eta_A \mathcal{A}_{\Omega} = 0.
\]

Thus, the superamplitude should have the form

\[
\mathcal{A}_{\Omega}(\{\lambda_1^A, \lambda_2^A, \eta_{a}, \eta_{\bar{a}}\}) = \delta^{\delta(B^{AB})} \delta^{\delta(A^{A})} \delta^{\delta(\eta^{\bar{A}})} \mathcal{P}_{\Omega}(\{\lambda_1^A, \lambda_2^A, \eta_{a}, \eta_{\bar{a}}\}),
\]

where \( \mathcal{P}_{\Omega} \) is a polynomial with respect to \( \eta \) and \( \bar{\eta} \) of degree \( 2n - 8 \). Since helicity is no longer conserved (it is not a conserved quantum number) in contrast to the \( D = 4 \) case, there are no closed subsectors of MHV, NMHV, etc. amplitudes.

The Grassmannian delta functions \( \delta^{\delta}(q^{A}) \) and \( \delta^{\delta}(\bar{\eta}_{A}) \) in the case under consideration are defined as

\[
\delta^{\delta}(q^{A}) = \frac{1}{4!} \epsilon_{ABCD} \delta(q^{A}) \delta(q^{B}) \delta(q^{C}) \delta(q^{D}),
\]

\[
\delta^{\delta}(\bar{\eta}_{A}) = \frac{1}{4!} \epsilon_{ABCD} \delta(\bar{\eta}_{A}) \delta(\bar{\eta}_{B}) \delta(\bar{\eta}_{C}) \delta(\bar{\eta}_{D}).
\]

The delta function \( \delta(X^i) \) here is the usual Grassmannian delta function defined as \( \delta^{N}(X^i) \equiv \prod_{i=1}^{N} X^i \), where \( i \) is the R-symmetry index. In the harmonic formulation, we simply have \( \delta(X) \equiv X \).

Let us consider now the four-point amplitude. The degree of the Grassmannian polynomial \( \mathcal{P}_{4} \) is \( 2n - 8 = 0 \), so \( \mathcal{P}_{4} \) is a function of Bosonic variables \( \{\lambda_1^A, \lambda_2^A\} \) only, just as in the \( D = 4 \) case

\[
\mathcal{A}_{4}(\{\lambda_1^A, \lambda_2^A, \eta_{a}, \eta_{\bar{a}}\}) = \delta^{\delta(B^{AB})} \delta^{\delta(q^{A})} \delta^{\delta(\eta^{\bar{A}})} \mathcal{P}_{4}(\{\lambda_1^A, \lambda_2^A\}).
\]

At the tree level \( \mathcal{P}_{4} \) can be found explicitly from a comparison with the expression for the four-gluon amplitude [20] obtained with the help of the six dimensional version of the BCFW recurrence relation or direct Feynman diagram computation [12,13]. This gives us that in fact \( \mathcal{P}_{4}^{(0)} \) has a very simple form: \( \mathcal{P}_{4}^{(0)} \sim 1/st \). Here, \( s \) and \( t \) are the standard Mandelstam variables defined as \( s = (p_1 + p_2)^2 \) and \( t = (p_2 + p_3)^2 \). We also drop overall coupling constant dependence. Thus, one can see that at the tree level the four-point superamplitude can be written as

\[
\mathcal{A}_{4}^{(0)} = \delta^{\delta(B^{AB})} \delta^{\delta(q^{A})} \delta^{\delta(\eta^{\bar{A}})} \frac{1}{st}.
\]
Here, $p^{AB}$ and $q^A$, $\bar{q}_A$ are given by Equation (24). Note that already at the tree level the five-point amplitude is not so simple [12,13] compared to the four-point case. However, the iterated two particle cuts, which utilize only the tree level four-point amplitude, are enough to reconstruct the loop integrands up to three loops. The form of the integrand coincides with the $D = 4$ case up to the tree level amplitude. One can argue [9–11] that this property will hold beyond the three-loop level.

To illustrate how the unitarity cuts work, we consider a simple one loop computation (see Figure 1).

\[ \text{Figure 1. Two particle } s\text{-channel cut for the one loop } D = 6 \text{ SYM amplitude.} \]

The integrand for the $s$-channel two particle cut of the one loop amplitude takes the form (here we explicitly label the (super)momentum dependence of the amplitudes) [20]

\[ \text{Int} \mathcal{A}^{(1)}_4 = \int d^4\eta_{l_1l_2} d^4\bar{\eta}_{l_1l_2} A^{(0)}_4(1, 2, l_1, l_2) \times \mathcal{A}^{(0)}_4(-l_1, -l_2, 3, 4) \]

(32)

The integrals with respect to the Grassmannian variables $d^4\eta, d^4\bar{\eta}$ can be evaluated, and after taking into account momentum conservation conditions, one gets: (the common factor $g^4_{YM}N_c$ is omitted)

\[ \text{Int} \mathcal{A}^{(1)}_4 = -\int d^4\eta_{l_1l_2} d^4\bar{\eta}_{l_1l_2} \frac{\delta^4(q^A_k + q^A_{k_1}) \delta^4(q^A_l - q^A_{l_1}) \delta^4(q_{AB} + q_{A,R} + q_{A,L}) \delta^4(q_{A,1} - q_{A,2})}{2(2 + i \epsilon)^2(4 + i \epsilon)^2} = A^{(0)}_4 \left(2 \right) \frac{\delta^4(q^A_k + q^A_l) \delta^4(q_{A,R} + q_{A,L})}{2(2 + i \epsilon)^2(4 + i \epsilon)^2} = A^{(0)}_4 \frac{\delta^4(q^A_k + q^A_l)}{2(2 + i \epsilon)^2(4 + i \epsilon)^2}. \]

(33)

The following formula for the Grassmannian integration is useful: (\( \int d^2\eta_{l_1} \int d^2\bar{\eta}_{l_2} \equiv \int d^4\eta_{l_1l_2} \))

\[ \int d^4\eta_{l_1l_2} d^4\bar{\eta}_{l_1l_2} \delta^4(\lambda_{l_1}^{A, \alpha} \eta_{A,1} + \lambda_{l_2}^{A, \alpha} \eta_{A,2} + q_A^1) \delta^4(\lambda_{l_1}^{A, \beta} \eta_{A,1} + \lambda_{l_2}^{A, \beta} \eta_{A,2} - q_A^2) \times \delta^4(\lambda_{l_1}^{A, \alpha} \bar{\eta}_{A,1} + \lambda_{l_2}^{A, \alpha} \bar{\eta}_{A,2} + \bar{q}_B) \delta^4(\lambda_{l_1}^{A, \beta} \bar{\eta}_{A,1} + \lambda_{l_2}^{A, \beta} \bar{\eta}_{A,2} - \bar{q}_B) = (2!)^4(4l_1, l_2)^2 \delta^4(q_A^1 + q_A^2) \delta^4(\bar{q}_B, 1 \bar{q}_B). \]

(34)

Equation (33) is consistent with the following ansatz for part of the amplitude associated with the $s$-channel cut

\[ -A^{(0)}_4 \frac{st}{2} B(s, t), \]

(35)

where $B(s, t)$ is the $D = 6$ scalar box function. The $t$-channel cut gives the same result, thus we conclude that the full one loop level amplitude has the form:

\[ A^{(1)}_4 = -A^{(0)}_4 \frac{g^2_{YM}N_c}{2} \frac{st}{2} B(s, t), \]

(36)

where $B(s, t)$ is a one loop box scalar integral (see Figure 2).
Let us now consider the $D = 8$ case. It can be constructed along the same lines as the $D = 6$ one but in a more straightforward manner. Here, we follow [8]. The $\mathcal{N} = 1 \ D = 8$ on-shell superspace can be parameterized by the following set of coordinates:

$$ \mathcal{N} = 1 \ D = 8 \text{ on-shell superspace} = \{ \lambda^{Aa}, \bar{\lambda}_a^{A'}, \eta_a \} $$

where $\eta^a$ are the Grassmannian coordinates, $A$ and $A'$ are the spin$(SO(7, 1))$ indices and $a$ is the little group $SO(6)$ index. The R-symmetry group here is $U(1)_R$ and $\eta^a$ carries the $+1$ charge with respect to $U(1)_R$. This superspace is chiral.

The commutation relations for the supercharges in this case have the form

$$ \{ q^A, \eta^B \} = P^{AB}. $$

The supercharges in the on-shell momentum superspace representation for the $n$-particle state are given by

$$ P^{A'B'} = \sum_{i=1}^{n} \lambda^{Aa}(p_i) \bar{\lambda}_a^{B'}(p_i), \quad q^A = \sum_{i=1}^{n} \lambda^{Aa}(p_i) \eta_a, \quad q^{B'} = \sum_{i=1}^{n} \bar{\lambda}_a^{B'}(p_i) \frac{\partial}{\partial \eta_a}. $$

The creation/annihilation operator for the $\mathcal{N} = 1 \ D = 8$ on-shell supermultiplet are

$$ \{ A^{\alpha\bar{\beta}}, \Psi^a, \overline{\Psi}_a, \phi, \overline{\phi} \}, $$

which corresponds to the physical polarizations of the gluon $|A^{\alpha\bar{\beta}}\rangle$, two fermions $|\Psi^a\rangle, |\overline{\Psi}_a\rangle$ and two scalars $|\phi\rangle, |\overline{\phi}\rangle$. Using on-shell momentum superspace Grassmann coordinates, one can straightforwardly combine the creation/annihilation operator into one “superstate” $|\Omega_i\rangle$ similar to the $D = 4$ case

$$ |\Omega_i\rangle = \left( \phi_i + \eta^a_i \Psi^a_i + \frac{1}{2!} \eta_a \eta_b A^{\alpha\bar{\beta}}_i + \frac{1}{3!} \eta_a \eta_b \eta_c \varepsilon^{abcd} \overline{\Psi}_d,i + \frac{1}{4!} \eta_a \eta_b \eta_c \eta_d \varepsilon^{abcd} \overline{\phi}_i \right) |0\rangle. $$

Here, $\varepsilon^{abcd}$ is the absolutely antisymmetric tensor associated with the little group $SO(6) \cong SU(4)$. No additional complications are needed.

Using the arguments identical to the previous discussion, we conclude that the color ordered superamplitude should have the form:

$$ A_n(\{ \lambda^{Aa}, \bar{\lambda}_a^{A'}, \eta_a \}) = \delta^8(p^{A'B'}) \delta^8(q^A) P_n(\{ \lambda^{Aa}, \bar{\lambda}_a^{A'}, \eta_a \}), $$

where $P_n$ is a polynomial with respect to $\eta$ and $\overline{\eta}$ of degree $2n - 8$, and the Grassmannian delta function $\delta^8(q^A)$ is defined in this case as:

$$ \delta^8(q^A) = \frac{1}{8!} \varepsilon_{A_1...A_8} \prod_{i=1}^{8} \delta(q^{A_i}). $$

Here, $\varepsilon_{A_1...A_8}$ is the absolutely antisymmetric tensor associated with the spin$(SO(7, 1))$.

For the four-point amplitude, the degree of the Grassmannian polynomial $P_4$ is again $2n - 8 = 0$, so as in the previous cases $P_4$ is a function of Bosonic variables and one can again write the four-point amplitude in the form

$$ A_4(\{ \lambda^{Aa}, \bar{\lambda}_a^{A'}, \eta_a \}) = \delta^8(p^{A'B'}) \delta^4(q^A) P_4(\{ \lambda^{Aa}, \bar{\lambda}_a^{A'} \}). $$

At the tree level $P_4$ can be found from a comparison with the explicit result of Feynman diagram computation or from the expression obtained as a field theory limit of the superstring scattering.
amplitude [8]. Similar to the previous discussion, one again has \( P_4^{(0)} \sim 1/\Lambda \), so that at the tree level the four-point superamplitude can again be written as:

\[
A_4^{(0)} = \delta^8(p^{AB}) \delta^8(q^A) \frac{1}{\Lambda}.
\]  

(44)

Using the iterated two particle cuts, this allows one to reconstruct the answer for the four-point amplitude up to three loops. To perform this computation, the following formula for the Grassmannian integration is useful:

\[
\int d^4\eta_1 d^4\eta_2 \delta^8(\lambda_1^{Aa} \eta_{a,1} + \lambda_2^{Aa} \eta_{a,2} + q_1^A) \delta^8(\lambda_1^{Aa} \eta_{a,1} + \lambda_2^{Aa} \eta_{a,2} - q_2^A) = (4!)^2 4(l_1 l_2)^2 \delta^8(\eta_1^A + \eta_2^A).
\]  

(45)

Again, the form of the integrand coincides with the \( D = 4 \) case (see Figure 2).

To calculate the amplitude, it is convenient first to extract the color ordered partial amplitude by executing the color decomposition [9–11]

\[
A_{\alpha_1 \ldots \alpha_n}^{(\text{phys})}(p_1^{\lambda_1} \ldots p_n^{\lambda_n}) = \sum_{\sigma \in S_n/\mathbb{Z}_n} \text{Tr}[\sigma(T^{a_1} \ldots T^{a_n})] A_{\alpha_n}(\sigma(p_1^{\lambda_1} \ldots p_n^{\lambda_n})) + \mathcal{O}(1/N_c).
\]  

(46)

The color ordered amplitude \( A_{\alpha_n} \) is evaluated in the limit \( N_c \to \infty, g_{YM}^2 \to 0 \) and \( g_{YM}^2 N_c \) is fixed, which corresponds to the planar diagrams. In the case of the four-point amplitudes, the color decomposition is performed as follows:

\[
A_{4}^{(L)}(1, 2, 3, 4) = T^1 A_{4}^{(L)}(1, 2, 3, 4) + T^2 A_{4}^{(L)}(1, 2, 4, 3) + T^3 A_{4}^{(L)}(1, 4, 2, 3)
\]  

(47)

where \( T^i \) denote the trace combinations of SU\((N_c)\) generators in the fundamental representation

\[
T^1 = T^3 = T(T^1 T^2 T^3 T^4 + T(T^1 T^4 T^3 T^2)) = T(T^1 T^2 T^4 T^3) + T^3 = T(T^1 T^2 T^3 T^4 + T(T^1 T^3 T^2 T^4)).
\]  

(48)

The four-point tree-level amplitude is always factorized which is obvious within the superspace formalism. Hence, the color decomposed L-loop amplitude can be represented as

\[
A_{4}^{(L)}(1, 2, 3, 4) = A_{4}^{(0)}(1, 2, 3, 4) M_{4}^{(L)}(1, 2, 3, 4) = A_{4}^{(0)}(1, 2, 3, 4) M_{4}^{(L)}([1 + 2]^2, [2 + 3]^2)
\]
or using the standard Mandelstam variables

\[ A_4^{(L)}(1, 2, 3, 4) = A_4^{(0)}(1, 2, 3, 4) M_4^{(L)}(s, t) \]  (49)

The factorized amplitude \( M_4^{(L)}(s, t) \) is the subject of calculation in this paper. Remarkably, it can be expressed in terms of some combination (which is universal for \( D = 6, 8, 10 \) dimensions) of the pure scalar master integrals times some polynomial in the Mandelstam variables shown in Figure 2 [23,24].

\[
\frac{A_4}{A_4^{(0)}} = 1 + \sum_L M_4^{(L)}(s, t) = 
\]

\[ 
1 \quad -g^2 \quad s \quad t \quad + \quad st^2 \quad -g^4 \quad s^2t \quad + \quad 2st^2 \quad -g^6 \quad s^2t \quad +2s^2t \quad + \quad 2st^2 \quad + \quad st^3 \quad + \ldots
\]

**Figure 2.** The universal expansion for the four-point scattering amplitude in SYM theories in terms of master integrals. The connected strokes on the lines mean the square of the flowing momentum.

Dimensional regularization (dimensional reduction) is common for calculation of UV divergences since the latter is manifested as pole terms with the numerators being the polynomials over the kinematic variables. In D-dimensions, the first UV divergences start from \( L = 6/(D-4) \) loops; therefore, in \( D = 8 \) and \( D = 10 \) SYM theories, they start already at one loop. As one can see in Figure 2, all the bubble subgraphs as well as triangles are entirely omitted in PT of any order, which is the result of maximal supersymmetry, and appear only in less symmetric cases. In the \( D = 4 \) and \( N = 4 \) case, this means the abandonment of all the UV divergences since the boxes are finite whereas at higher dimensions they are non-renormalizable by power counting.

In general, \( M_4^{(L)} \) has the form

\[
M_4^{(L)}(s, t) = (-g^2)^L \sum_i \text{coef}_i \times \text{MasterIntegral}_i,  \quad (50)
\]

where \( g^2 = \frac{g_{\text{SYM}}^2 N_c}{(4\pi)^{D/2}} \), the \( \text{coef}_i \) are some monomials of \( s \) and \( t \), and the \( \text{MasterIntegral}_i \) is one of the master integrals in \( D \)-dimensional Minkowski space shown in Figure 2. The complete list of the master integrals up to five loops is presented in [23,24]. These master integrals are universal for any dimension.

We use the following definition of the L-loop master integrals applied throughout the paper

\[
\text{MasterIntegral}_i = \left( \frac{1}{i\pi^{D/2}} \right)^L \int d^D k_1... d^D k_L \frac{\text{Num}_i}{\text{Den}_i}.  \quad (51)
\]

Since we are interested in the UV divergences only, there is no need to calculate the multi-loop diagram itself. The task is reduced to the extraction of the pole terms that essentially simplifies the calculation. To do this, we use the BPHZ \( \mathcal{R} \)-operation [25–29].
For any local quantum field theory, it is inherent that, after performing the incomplete $\mathcal{R}$-operation, e.g., $\mathcal{R}'$-operation, the remaining UV divergences are always local. Due to this peculiarity, it is possible to produce the so-called recurrence relations, which link the divergent contributions in all orders of perturbation theory (PT) with the ones of the lower order. These relations are known as pole equations (within dimensional regularization) in renormalizable theories \cite{30} and can be expressed in the form of the renormalization group. This holds true for any local theory, though can be trickier to execute technically, as we showed in \cite{16,17}. We recall the main steps of this procedure below.

The incomplete $\mathcal{R}$-operation ($\mathcal{R}'$-operation) subtracts only the subdivergences of a given graph while the full $\mathcal{R}$-operation is defined as

$$
\mathcal{R}G = (1 - \mathcal{K})\mathcal{R}'G,
$$

where $\mathcal{K}$ is an operator that extracts out the singular part of the graph and $\mathcal{K}\mathcal{R}'G$ is the counter term corresponding to the graph $G$. Applying the $\mathcal{R}'$-operation to a given graph $G$ in the $n$-th order of PT, one gets a series of terms presented below:

$$
\mathcal{R}'G_n = \frac{A_n^{(n)}(\mu^2)^{n\epsilon}}{\epsilon^n} + \frac{A_{n-1}^{(n)}(\mu^2)^{(n-1)\epsilon}}{\epsilon^{n-1}} + \cdots + \frac{A_1^{(n)}(\mu^2)^{\epsilon}}{\epsilon^n} + \frac{B_1^{(n)}(\mu^2)^{\epsilon}}{\epsilon^{n-1}} + \cdots + \frac{B_n^{(n)}(\mu^2)^{\epsilon}}{\epsilon^{n-2}} + \frac{C_n^{(n)}(\mu^2)^{\epsilon}}{\epsilon^{n-2}} + \cdots + \frac{C_{n-2}^{(n)}(\mu^2)^{\epsilon}}{\epsilon^{n-2}} + \text{lower pole terms}, \tag{53}
$$

where terms such as $\frac{A_k^{(n)}(\mu^2)^{k\epsilon}}{\epsilon^n}$ or $\frac{B_k^{(n)}(\mu^2)^{k\epsilon}}{\epsilon^{n-1}}$, $\frac{C_k^{(n)}(\mu^2)^{k\epsilon}}{\epsilon^{n-2}}$ originate from the $k$-loop graph which remains after subtraction of the $(n-k)$-loop counterterm. The resulting expression has to be local and hence does not contain terms such as $\log^j \mu^2/\epsilon^k$ from any $l$ and $k$. This requirement leads to a sequence of relations for $A_1^{(n)}$, $B_1^{(n)}$ and $C_1^{(n)}$, which can be solved in favor of the lowest order terms

$$
A_n^{(n)} = (-1)^{n+1}\frac{A_1^{(n)}}{n},
$$
$$
B_n^{(n)} = (-1)^n\left(\frac{2}{n}B_2^{(n)} + \frac{n-2}{n}B_1^{(n)}\right),
$$
$$
C_n^{(n)} = (-1)^{n+1}\left(\frac{3}{n}C_3^{(n)} + \frac{2}{n(n-3)}C_2^{(n)} + \frac{(n-2)(n-3)}{2n}C_1^{(n)}\right). \tag{54}
$$

It is also useful to write down the local expression for the $\mathcal{K}\mathcal{R}'$ terms (counterterms) equal to

$$
\mathcal{K}\mathcal{R}'G_n = \sum_{k=1}^{n} \left(\frac{A_k^{(n)}}{\epsilon^n} + \frac{B_k^{(n)}}{\epsilon^{n-1}} + \frac{C_k^{(n)}}{\epsilon^{n-2}} + \cdots\right) \equiv \frac{A_n^{(n)}}{\epsilon^n} + \frac{B_n^{(n)}}{\epsilon^{n-1}} + \frac{C_n^{(n)}}{\epsilon^{n-2}} + \cdots. \tag{55}
$$

Then, one has, respectively,

$$
A_n^{(n)} = (-1)^{n+1}A_1^{(n)} = \frac{A_1^{(n)}}{n},
$$
$$
B_n^{(n)} = \left(\frac{2}{n(n-1)}B_2^{(n)} + \frac{n}{n}B_1^{(n)}\right),
$$
$$
C_n^{(n)} = \left(\frac{2}{(n-1)(n-2)}C_3^{(n)} + \frac{2}{n(n-1)}C_2^{(n)} + \frac{3}{n(n-1)}C_1^{(n)}\right). \tag{56}
$$
This means that, by performing the \( R' \)-operation of the higher order diagrams, it is possible to deal only with the one-, two-, or three-loop subgraphs surviving after contraction of subdivergences and get the desired leading pole terms via Equation (54) in the leading, subleading and sub-subleading order, respectively. The latter can be evaluated in all loops algebraically.

The discussed procedure makes it possible not only to derive solutions for a fixed number of loops but also to obtain the recurrence relations in any loop order. We demonstrate this derivation by the example of the horizontal ladder-type diagrams in \( D = 8 \) [17] (see Figure 3).

We start with the leading order. First, one can simplify the notation \( A_n^{(n)} = s^{n-1}A_n \) and \( A_n^{(n)'} = s^{n-1}A_n' \) since the horizontal ladder-type diagrams in the leading order depend only on \( s \). By calculating the one-loop diagrams shown in the first and third lines of Figure 3 and substituting them into Equation (57) we get the desired leading pole terms via Equation (54) in the leading, subleading and sub-subleading order.

In the subleading order, we already have the \( t \) dependence but it is linear. To separate it, we use the notation \( B_n^{(n)} = s^{n-1}B_{ns} + s^{n-2}tB_n \) and \( B_n^{(n)'} = s^{n-1}B_{ns} + s^{n-2}tB_n' \). To derive the recurrence relation in the subleading case, one has to calculate the two-loop diagrams shown in the second and last lines of Figure 3. We begin with the primed quantities since they actually enter into the recurrence relations

\[
B_n' = -\frac{2}{n(n-1)}B_{n-2}' + \frac{2}{n}B_{n-1}' - \frac{2}{n^2}\frac{1}{n!}
\]

\[
B_n'' = -\frac{2}{n(n-1)}B_{n-2}'' - \frac{2}{n}B_{n-1}'' + \frac{2}{n^2}\frac{1}{n!}
\]

where \( A_1 = 1/3! \). Starting from one-loop term, the leading divergence in any loop order can be calculated using this recurrence relation solely algebraically.

In the subleading order, one has already the \( t \) dependence but it is linear. To separate it, we use the notation \( B_n^{(n)'} = s^{n-1}B_{ns} + s^{n-2}tB_n \) and \( B_n^{(n)''} = s^{n-1}B_{ns} + s^{n-2}tB_n'' \). To derive the recurrence relation in the subleading case, one has to calculate the two-loop diagrams shown in the second and last lines of Figure 3. We begin with the primed quantities since they actually enter into the recurrence relations

\[
B_n^{(n)'} = -\frac{2}{n(n-1)}B_{n-2}^{(n)'} - \frac{2}{n}B_{n-1}^{(n)'} + \frac{2}{n^2}\frac{1}{n!}
\]

\[
B_n^{(n)''} = -\frac{2}{n(n-1)}B_{n-2}^{(n)''} - \frac{2}{n}B_{n-1}^{(n)''} + \frac{2}{n^2}\frac{1}{n!}
\]

where \( B_1^{(n)'} = 0, B_2^{(n)'} = -5/3!/4!/12, B_2^{(n)''} = -1/3!/4!/6 \).

Proceeding in a similar way one can get relations for the unprimed quantities. The recurrence relations for the sub-subleading divergences are not presented here due to their length.

Solving the recurrence relations in Equations (57)–(59) is complicated. However, since we actually need the sum of the series, we perform the summation multiplying both sides of Equation (57) by \( z^{n-1} \) and take the sum from 3 to infinity. After some algebraic manipulation and introducing the notation \( \Sigma_A = \sum_{n=1}^{\infty} A_n z^n \), we finally transform the recurrence relation to the differential equation. In the leading order, we get (here \( z \equiv \frac{s^2 s^2}{\epsilon} \))

\[
\frac{d}{dz} \Sigma_A = -\frac{1}{3!} + \frac{2}{4!} \Sigma_A - \frac{2}{5!} \Sigma_A^2.
\]
Similar differential equations can be constructed for \( \Sigma'_{sB} = \sum_{n=1}^{\infty} z^n B'_{sn} \) and \( \Sigma'_{tB} = \sum_{n=1}^{\infty} z^n B'_{tn} \),

\[
\frac{d^2 \Sigma'_{sB}(z)}{dz^2} - \frac{1}{30} \frac{d\Sigma'_{sB}(z)}{dz} + \frac{\Sigma'_{sB}(z)}{720} = -\frac{1}{432},
\]

(61)

\[
\frac{d^2 \Sigma'_{tB}(z)}{dz^2} + f_1(z) \frac{d\Sigma'_{tB}(z)}{dz} + f_2(z) \Sigma'_{tB}(z) = f_3(z),
\]

(62)

with

\[
f_1(z) = -\frac{1}{6} + \frac{\Sigma_A}{15},
\]

\[
f_2(z) = \frac{1}{80} - \frac{\Sigma_A}{120} + \frac{\Sigma_A^2}{600} + \frac{1}{15} \frac{d\Sigma_A}{dz},
\]

\[
f_3(z) = \frac{2321}{51512} \Sigma_A + \frac{11}{1800} \Sigma'_{tB} - \frac{469}{590} \Sigma_A - \frac{442}{51516} \Sigma_A \Sigma'_{tB} + \frac{23}{6750} \Sigma_A^3 + \frac{1}{1200} \Sigma_A^2 \Sigma'_{tB}
\]

\[- \frac{19}{36} \frac{d\Sigma_A}{dz} - \frac{1}{15} \frac{d\Sigma'_{tB}}{dz} + \frac{23}{225} \frac{d\Sigma_A^2}{dz} + \frac{1}{30} \frac{d(\Sigma_A \Sigma'_{tB})}{dz} - \frac{3}{32}.\]

\[\]
One can perform the same procedure for a specific series of diagrams as well as for the entire set by using some symmetry arguments. In [16], we constructed the full recurrence relations for the leading divergences for SYM theories in D = 6 and D = 8, 10. This was performed by consistent application of the \( R' \)-operation and integration over the remaining triangle and bubble diagrams with the help of Feynman parameters. While executing this, we notice that the full set of UV divergent diagrams (master integrals) consists of the s-channel and t-channel ones, and it is needed simply to add the box to the corresponding channel in order to move from \( n - 1 \) to \( n \) loops. Denoting by \( S_n(s, t) \) and \( T_n(s, t) \) the sum of all contributions in the \( n \)th order of PT in \( s \) and \( t \) channels, respectively, so that

\[
\frac{A_4}{A_4^{(0)}} \mid \text{leading UV div.} = \sum_{n=0}^{\infty} s^n \frac{S_n(s, t) + T_n(s, t)}{e^n},
\]

we get the following recursive relations for the \( D = 6, 8 \) and \( D = 10 \) cases, respectively:

\[
nS_n(s, t) = -2s \int_0^1 dx \int_0^x dy \left( S_{n-1}(s, t') + T_{n-1}(s, t') \right)
\]

\[
+ s^2 \int_0^1 dx x^2 (1 - x)^2 \sum_{k=1}^{n-2} \sum_{p=0}^{k-2} \frac{1}{p! (p + 2)!} \frac{d^p}{dt^p} (S_k(s, t') + T_k(s, t')) \times \\
\times \frac{d^p}{dt^p} \left( S_{n-1-k}(s, t') + T_{n-1-k}(s, t') \right) \big|_{t' = -sx} (tsx(1 - x))^p,
\]

where \( S_1 = \frac{1}{12}, T_1 = \frac{1}{12} \).

\[
nS_n(s, t) = -s^3 \int_0^1 dx \int_0^x dy y^2 (1 - x)^2 \left( S_{n-1}(s, t') + T_{n-1}(s, t') \right)
\]

\[
+ s^3 \int_0^1 dx x^3 (1 - x)^3 \sum_{k=1}^{n-2} \sum_{p=0}^{k-2} \frac{1}{p! (p + 3)!} \frac{d^p}{dt^p} (S_k(s, t') + T_k(s, t')) \times \\
\times \frac{d^p}{dt^p} \left( S_{n-1-k}(s, t') + T_{n-1-k}(s, t') \right) \big|_{t' = -sx} (tsx(1 - x))^p,
\]

where \( S_1 = \frac{s}{9}, T_1 = \frac{1}{12} \). The leading divergences in any order of PT can be designed in algebraic form using these recurrence relations, starting from the known values of \( S_1 \) and \( T_1 \).

Similar to the ladder case, these recurrence relations include all the diagrams of a given order of PT and allow summing all orders of PT. This can be done by multiplying both sides of Equations (64)–(66) by \((-z)^n\) and summing up from \( n = 2 \) to infinity. Denoting the sum by \( \Sigma(s, t, z) = \sum_{n=1}^{\infty} S_n(s, t)(-z)^n \), we finally obtain the following differential equations in the \( D = 6, 8 \) and \( D = 10 \) cases:

\[
\frac{d}{dz} \Sigma(s, t, z) = s - 2 \frac{\Sigma(s, t, z) + 2s}{z} \int_0^1 dx \int_0^x dy \left( \Sigma(s, t', z) + \Sigma(t', s, z) \right) \big|_{t' = xt + yu}.
\]

\[
\frac{d}{dz} \Sigma(s, t, z) = -\frac{1}{12} + 2s^2 \int_0^1 dx \int_0^x dy (1 - x) \left( \Sigma(s, t', z) + \Sigma(t', s, z) \right) \big|_{t' = xt + yu}
\]

\[
- s^3 \int_0^1 dx x^2 (1 - x)^2 \sum_{p=0}^{\infty} \frac{1}{p! (p + 2)!} \frac{d^p}{dt^p} \left( \Sigma(s, t', z) + \Sigma(t', s, z) \right) \big|_{t' = -sx} (tsx(1 - x))^p.
\]
\[ \frac{d}{dz} \Sigma(s, t, z) = -s^5 + s^3 \int_0^1 dx \int_0^x dy y^2 (1 - x)^2 (\Sigma(s, t', z) + \Sigma(t', s, z)) \bigg|_{t' = tx + yz} \]  

\[ -s^5 \int_0^1 dx x^3 (1 - x)^3 \sum_{p=0}^\infty \frac{1}{p!} \frac{d^p}{dt'^p} (\Sigma(s, t', z) + \Sigma(t', s, z)) \bigg|_{t' = -sx}^2 (tx(1 - x))^p. \]

The same equations with the replacement \( s \leftrightarrow t \) are valid for \( \Sigma(t, s, z) = \sum_{n=1}^\infty T_n(s, t)(-z)^n \).

4. Properties of the Solutions and Numerical Analysis

Since Equations (67)–(70) are integro-differential, their analytical solution is problematic. Therefore, we use the ladder type diagrams, which are much simpler and allow for the explicit solution, as an approximation to the solution of the exact equations. We show that the ladder type diagrams are in good agreement with the total PT series and may serve as a model for the full answer.

4.1. The Ladder Case

4.1.1. D = 6

The D=6 case is of particular interest since the boxes are finite. Therefore, the s-ladder type diagram of interest contains one tennis-court subdiagram and the ladder added from the left or right (see Figure 4, left).

\[ \Sigma_L(s, z) = \frac{2}{s^2 z^2} \left( e^{sz} - 1 - sz - \frac{s^2 z^2}{2} \right). \]

For the vertical ladder, we have the same solution with the replacement \( s \leftrightarrow t \). Depending on the sign of \( s \), the obtained solution tends either to infinity or to a constant when \( z \to \infty (\epsilon \to 0) \). We show further that the full solution has the same behavior and discuss its consequences below.

One can derive a similar equation for the next sequence of ladder type diagrams, which starts from four loops (Figure 4 right). The resulting expression also contains only s-dependence except for one power of \( t \). This leads to two coupled recursive relations and hence two coupled differential equations. The solution of these equations has the form
\[
\Sigma_{L_2}(s, t, z) = \frac{1}{2s^2z^2} \left[ 27(e^{sz/3} - 1 - \frac{sz}{3} - \frac{1}{2} s^2z^2 - \frac{1}{6} s^3z^3) \right].
\]

(72)

Depending on the sign of \( s \), this solution has the same behavior as the previous one, i.e., tends either to infinity or to a constant. We show below that the sum of two ladders (Equations (71) and (72)) gives a better approximation to the solution of the full equation.

4.1.2. \( D = 8 \)

In this case, the ladder starts already from one loop. It also contains only \( s \)-dependence, so all the integrals in Equation (68) are trivial for the first terms in the bracket while the second terms have no contributions to the \( s \)-ladder like in the previous case. Then, Equation (68) reduces to the ordinary nonlinear differential equation

\[
\frac{d\Sigma_L(s, z)}{dz} = -\frac{1}{3!} + \frac{2}{4!}\Sigma_L(s, z) - \frac{2}{5!}\Sigma_L^2(s, z) = 0, \quad \Sigma_L(s, 0) = 0.
\]

(73)

Here, \( \Sigma_L(s, z) \) is also dimensionless and depends on the single dimensionless argument \( s^2z \).

This equation refers to Riccati type equations with constant coefficients. The solution has the form

\[
\Sigma_L(s, z) = -\frac{4 \tan(zs^2/(8\sqrt{15}))}{1 - \tan(zs^2/(8\sqrt{15}))\sqrt{5/3}}.
\]

(74)

This function has an infinite number of periodical poles and there is no simple limit when \( z \to \infty (\epsilon \to 0) \) regardless of kinematics. Further, we show that this property also characterizes the full solution.

4.1.3. \( D = 10 \)

This case looks similar to \( D = 8 \) but becomes more complicated due to the genuine box diagram in \( D = 10 \). Contrary to \( D = 8 \), this diagram is not a constant but is proportional to \( (s + t) \). Consequently, the \( s \)-ladder has dimension \( m^2 \) and consists of two parts, one proportional to \( s \) and the other to \( t \) times dimensionless function of \( s^2z \)

\[
\Sigma_L(s, t, z) = s\Sigma_s(s, z) + t\Sigma_t(s, z).
\]

Equation (70) reduces to the ordinary nonlinear differential equation as in the \( D = 8 \) case; however, we have two coupled equations for \( \Sigma_s(s, z) \) and \( \Sigma_t(s, z) \). To obtain these equations in a simple way, one needs to use the recursive relations [16]

\[
\begin{align*}
\frac{d\Sigma_t(s, z)}{dz} &= -\frac{1}{5!} + \frac{4}{7!}\Sigma_t(s, z) - \frac{1}{3 \times 7!}\Sigma_t^2(s, z), \quad \Sigma_t(s, 0) = 0, \\
\frac{d\Sigma_s(s, z)}{dz} &= -\frac{1}{5!} + \frac{2}{3 \times 5!}\Sigma_s(s, z) - \frac{12}{7!}\Sigma_s(s, z) \\
&\quad - \frac{3!}{7!} \left( \Sigma_s^2(s, z) - \Sigma_s(s, z)\Sigma_t(s, z) + \frac{5}{18}\Sigma_t^2(s, z) \right), \quad \Sigma_s(s, 0) = 0.
\end{align*}
\]

(75)

(76)

Note that both functions are dimensionless and depend on the single dimensionless argument \( s^2z \).

The solution of the first equation is
\[ \Sigma_I(s, z) = 3 \left( 2 + \sqrt{10} \tan \left( \frac{-\sqrt{10}zs^3 - 5040 \arctan(\sqrt{275})}{5040} \right) \right) \]  

(77)

while the second one is expressed in the form

\[ \Sigma_u(s, z) = \frac{1}{2} \Sigma_I(s, z) + \Delta(s, z) \]  

(78)

where the function \( \Delta(s, z) \) is the solution to the nonlinear differential equation

\[ \frac{d \Delta(s, z)}{dz} = -\frac{1}{2} \frac{1}{5!} + \frac{2}{3} \frac{1}{5!} \Delta(s, z) - \frac{6}{7!} \Delta^2(s, z) = 0, \quad \Delta(s, 0) = 0. \]  

(79)

This is also a dimensionless function of the single dimensionless variable \( s^3z \). The solution of Equation (79) is

\[ \Delta(s, z) = -\frac{\left( 3(14 + \sqrt{70})(-1 + e^{s^3/36\sqrt{70}}) \right)}{2(39 + 2\sqrt{70} - 9e^{s^3/36\sqrt{70}})} \]  

(80)

The behavior of \( \Sigma_I \) is similar to \( \Sigma_L \) in the \( D = 8 \), i.e., it possesses an infinite number of periodical poles. There is also a single pole in the function \( \Delta \) for positive values of \( s \).

4.2. The General Case

In this subsection, we analyze Equations (67), (68) and (70) that give us the sum of infinite series of diagrams. Due to complexity of these equations, a numerical solution can be a suitable method, although this approach also has its difficulties. We cannot use the standard recursive algorithm because unknown functions are under the integral and depend on integration variables in a complex way.

We use an algorithm that is a combination of the standard numerical method and the method of successive approximations. First, we select some initial value of the function \( \Sigma(s, t, z) = \Sigma_0(s, t, z) = \text{const} \) and then start with it. If we start with \( z_0 = 0 \), then a suitable choice is \( \text{const} = 0 \). After that, we substitute it in the right-hand side and perform formal integration \( (\Sigma_1(s, t, z) - \Sigma_0(s, t, z)) / \Delta z \) to get the following approximation for \( \Sigma \):

\[ \Sigma_1(s, t, z) = \Sigma_0(s, t, z) + \Delta z \times \text{right} \text{- hand side}, \]  

(81)

which is now a polynomial over \( s \) and \( t \). At this step, the right-hand side is calculated with \( \Sigma_0(s, t', z) \) equal to a constant.

The next step is setting up of the polynomial in the right-hand side. Changing the arguments \( t \to tx + uy \) and \( t \to -sx \) we perform the integration. This generates the next approximation value of \( \Sigma : \Sigma_2(s, t, z) \). Continuing this procedure, we generate the highest degree polynomials \( s \) and \( t \) at each step. However, starting with 3–4 iterations, the length of the polynomials becomes too time consuming for further calculation. At this step, we estimate the value of \( \Sigma \) with the fixed values of \( s \) and \( t \), for example, \( s = t = 1 \). The calculated value gives us a constant, which we identify with the value of \( \Sigma \) at \( z_0 + \Delta z \). We use this value to run the same procedure again for the next iteration. This way, we calculate the values of \( \Sigma \) at the points along the axis \( z = z_0 + \Delta z \times n \).

Then, we interpolate all obtained points to a smooth function. We found that \( \Delta z = 0.1 \) makes the solutions stable. The numerical results demonstrate a reasonable approximation being applied to the known functions, although this method is not justified.

Note that, after calculating the function \( \Sigma \), we can replace its argument having in mind that it depends on the dimensionless combinations \( zs, zs^2 \) and \( zs^3 \) (and the same for \( t \)) for \( D = 6, 8 \) and 10, respectively, for dimensional reasons.

It should also be said that, in the \( D = 8 \) and 10 cases, the form of Equations (68) and (70) is not suitable for numerical analysis since the second term contains an infinite sum with an infinite number of derivatives. Cutting this sum makes the numerical solution unstable. To avoid this problem,
we note that the construction resembles an ordinary shift operator with slightly modified coefficients. This infinite sum can be removed by introducing two additional integrations, which do not cause difficulties in numerical integration. One has:

\[
\sum_{p=0}^{\infty} \frac{(BC)^p k!}{p!(p+k+1)!} \left( \frac{d^p}{dA^p} f(A) \right)^2 = \frac{1}{2\pi} \int_{-\pi}^{\pi} dt \int_{0}^{1} d\xi (1 - \xi)^k f(A + \exp(i\tau)B\xi) f(A + \exp(-i\tau)C).
\]

We use this technique for numerical calculations in the case of \( D = 8 \) and \( D = 10 \). The results of application of the described techniques for all three cases \( D = 6, 8, 10 \) are presented below.

To test our numerical procedure, we compared the results of our calculation with the results obtained using PT, the Padé approximation and the Ladder approximation. For comparison, we used the first 15 terms of the PT series that are generated using our recurrence relations. This seemed to be far enough since the successive PT coefficients are falling rapidly.

The next step is to use the Padé approximation. This is not always stable since Padé approximations sometimes have fictitious poles. It is a well-known feature, and we tried to avoid it using mainly diagonal approximations. With 15 terms of PT, the \((6,6)\), \((6,7)\) and \((7,7)\) approximants are almost identical and give a smooth function.

The third curve in the graphs corresponds to the ladder approximation. Analytical solutions here are given by Equations (71), (74), (77) and (80) from the previous subsection. In the case of \( D = 6 \), we also considered the second ladder, which is based on the tennis court diagram in the t-channel (see Figure 4) and is given by Equation (72).

Finally, we built a numerical solution obtained by the iteration procedure described above. In the case when the function has poles, we built a numerical solution separately for each finite interval.

The function \( \Sigma(s,t,z) \) is a function of three variables. However, as mentioned above, for dimensional reasons, it has only two independent dimensionless arguments. In \( D = 6, 8 \) and \( 10 \), they are \( zs,zt, z^2, zt^2 \) and \( zs^3,zt^3 \), respectively. We constructed both two-dimensional graphs with \( t = s \) and three-dimensional graphs in the \( s-t \) plane for better presentation.

### 4.2.1. \( D = 6 \)

In \( D=6 \), the PT series looks like

\[
\Sigma_{PT}(s,t,z) = \frac{(s + t)z}{3} + \frac{(s^2 + st + t^2)z^2}{18} + \frac{(5s^3 + 2st^2 + 2s^2 + 5t^3)z^3}{540} + \frac{(25s^4 + 8s^3 t - 2s^2 t^2 + 8st^2 + 25t^4)z^4}{19440} + \ldots,
\]

where the dots stand for the higher order terms. We used 15 terms for numerical comparison with the other approaches.

From Equation (82), we constructed the diagonal Padé approximant \([7/7]\) as a function of a new variable \( x = zs \) in the case when \( t = s \). It has the form

\[
\Sigma_{pade}(x) = \frac{0.67x + 0.067x^2 + 0.0010x^3 + 0.00014x^4 + 4.6 \times 10^{-5}x^5 + 1 - 0.15x + 0.00013x^2 + 0.0011x^3 - 4.5 \times 10^{-5}x^4 - 2.1 \times 10^{-6}x^5}{37.9 \times 10^{-6}x^6 + 1.2 \times 10^{-7}x^7 + 1.7 \times 10^{-7}x^6 - 2.1 \times 10^{-9}x^7} \rightarrow
\]

The ladder approximation is given by Equation (71) and the second ladder by Equation (72) with \( x = zs \). The numerical solution starts from \( z = 0 \) and in this case has only one interval. To demonstrate the behavior of the function \( \Sigma \) obtained by different approaches and compare them all together, we built two types of graphs. The first one, shown in Figure 5, contains four different curves corresponding to four different approaches.
Figure 5. Comparison of various approaches to solve Equation (67): PT, Pade, Ladder and Numerics. The PT and Pade curves coincide in a given interval.

The second graph is a three-dimensional plot shown in Figure 6. Here, we plot the PT approximation, the ladder approximation and the second ladder approximation.

Figure 6. Comparison of PT, Ladder and Ladder2.

The first graph shows that all curves have almost the same behavior. Analytically, it is perfectly described by a ladder approximation. This is also confirmed by the three-dimensional graph shown in Figure 6. The inclusion of the second ladder does not change the solution qualitatively but provides a better match with PT. The function $\Sigma$ has no restrictions for $x \to \infty (\epsilon \to 0)$ for $s > 0$ and tends to a fixed point when $s < 0$. This limit would correspond to the removal of the UV regularization. It can be seen that the summation of the entire infinite series does not lead to a finite theory.

4.2.2. D = 8

In the case of $D = 8$, the PT series starts already from one loop and has the form

$$\Sigma_{PT}(s, t, z) = \frac{z}{6} + \frac{s^2 + t^2}{144} z^2 + \frac{15s^3 - s^3 t + s^2 t^2 - st^3 + 15t^4}{38,880} z^3 + \frac{8385s^6 - 268s^5 t + 2065s^4 t^2 - 192s^3 t^3 + 206s^2 t^4 - 268st^5 + 8385t^6}{391,910,400} z^4 + ...$$ (84)

For $t = s$, the $[7/6]$ Padé approximant is

$$\Sigma_{Pade}(x) = \frac{1}{s^2} \left[ \frac{0.17x - 0.017x^2 + 0.00040x^3 + 0.000014x^4 - 7.1 \times 10^{-7}x^5 + 7.5 \times 10^{-9}x^6 + 1.2 \times 10^{-10}x^7}{1 - 0.19x + 0.014x^2 - 0.00046x^3 + 6.9 \times 10^{-6}x^4 - 1.5 \times 10^{-8}x^5 - 5.5 \times 10^{-10}x^6} \right] \rightarrow$$

(85)
where now $x = zs^2$.

The ladder approximation is given by Equation (74). The numerical solution starts with $z = 0$ and continues to the first pole $z = z_1$. Then, we start it again for $z > z_1$ and reach the second pole at $z = z_2$ and so on. The poles coincide with the poles in the ladder approximation (Equation (74)). A comparison of various curves for $t = s$ is shown in Figure 7.

![Figure 7. Comparison of various approaches to solve Equation (68). The red and black lines are the numerical solutions described in the previous section between the first pole and between the first and the second ones. The green one is the PT. The blue one is the Pade approximation. The yellow one represents the Ladder analytical solution.](image)

It can be seen that in the first interval all curves almost coincide. The PT curve exists only in the interval below the first pole. The Pade curve reproduces the first pole but does not fit to the others. The numerical curve reproduces both poles and is close to the ladder approximation.

We present also the three-dimensional plot in the $s − t$ plane for $z = 1$ in Figure 8.

![Figure 8. Comparison of PT (a) and the ladder approximation (b) in the region up to the first pole and (c) the ladder approximation beyond the first pole. One can clearly see the pole structure of the function $\Sigma$.](image)

It can be seen that the ladder as in the case of $D = 8$ gives a very accurate approximation to PT and allows you to go beyond the limits of the first pole. A comparison of the ladder approximation and the numerical solution of the complete equation confirms our conclusion that the ladder approximation gives the correct behavior of the function.

Again, we must admit that the limit $z \to \infty (\epsilon \to 0)$ does not exist. The function has an infinite number of periodic poles for any choice of kinematics. Therefore, finiteness is not achieved when the sum over the entire cycles is taken into account.
4.2.3. D = 10

This case is quite similar to the \( D = 8 \) one. The PT series is now

\[
\Sigma_{\text{PT}}(s, t, z) = \frac{(s + t)z}{120} + \frac{(4s^4 + s^3 t + s t^3 + 4t^4)z^2}{302,400} + \frac{(2095s^7 + 115s^6 t + 33s^5 t^2 - 11s^4 t^3 - 11s^3 t^4 + 33s^2 t^5 + 115st^6 + 2095t^7)z^3}{68,584,320,000} + \ldots
\]

while the \([6/7]\) Padé approximation for \( t = s \) reads

\[
\Sigma_{\text{Pade}}(x) = \frac{1}{s^2} \frac{0.017x + 0.00025x^2 + 6.5 \times 10^{-7} x^3 - 5.7 \times 10^{-10} x^4}{1 + 0.013x + 9.4 \times 10^{-6} x^2 - 1.1 \times 10^{-7} x^3 - 7.2 \times 10^{-11} x^4 + 2.1 \times 10^{-12} x^5 + 2.6 \times 10^{-16} x^6 + 7.3 \times 10^{-19} x^7 + 1.9 \times 10^{-15} x^5 - 6.4 \times 10^{-17} x^6 + 4.6 \times 10^{-21} x^7}, \tag{87}
\]

where \( x = zs^3 \).

The ladder approximation is given by Equations (77) and (80), and the numerical approximation is constructed first for the interval from \( z = 0 \) to the first pole, then continues to the second, etc. The comparison of all the curves is shown in Figure 9.

![Figure 9. Comparison of various approaches to solve Equation (70). The red and black lines are the numerical solutions described in the previous section before the first pole and between the first and the second ones. The green one is the PT. The blue one is the Padé approximation. The yellow one represents the Ladder analytical solution.](image)

The situation here is the same as in the case of \( D = 8 \). The ladder approximation works quite well, and its analytical solution qualitatively describes all the features of the full equation. The function \( \Sigma \) obeys an infinite number of periodic poles and one single pole is obtained from \( \Delta \) (Equation (80)). There is no limit when \( \epsilon \to 0 \).

Since the removal of the regularization (\( \epsilon \to 0 \)) does not lead to finite amplitudes, it is necessary to perform a kind of renormalization procedure. It has some peculiarities because these theories are nonrenormalizable.

5. The Renormalization Procedure

All higher dimensional gauge theories are non-renormalizable. Of course, the scattering amplitudes can be made finite by subtracting all UV divergences in some way. This is not a problem. The problem is that the counter terms do not repeat the original Lagrangian and one gets new structures with increasing power of momenta at each step of perturbation theory. This means that, subtracting the UV divergence each time, one has to define the normalization of a new operator, thus having a
new arbitrary constant. The number of these constants is infinite. However, as we demonstrate above, all the higher order divergences are related via the generalized RG equations. Hence, changing the subtraction condition at a given loop, one consistently changes the normalization condition of an infinite set of operators. Hence, one may hope to relate them removing the arbitrariness.

5.1. The Scheme Dependence

All our considerations thus far are based on the minimal subtraction scheme. To trace what happens when one changes the normalization condition, we consider now the non-minimal subtraction scheme. As an example, we take the $D = 8$ case where divergences appear already in one loop.

Obviously, the leading divergences are scheme independent but the subleading ones depend on a scheme. However, this dependence in all orders of PT is defined by a single arbitrary constant which appears in subtraction of a single one-loop box-type diagram. The recurrence relations obtained above are scheme independent. Indeed, if one chooses the one-loop counter term in the form

$$A'_1 + B'_1 = \frac{1}{6\epsilon} (1 + c_1 \epsilon)$$

($c_1 = 0$ corresponds to the minimal subtraction scheme), then using the recurrence relations for the subleading divergences, one gets the following additional term to the sum of the counter terms in all orders of PT (remind the notation $z \equiv g^2 s^2 / \epsilon$)

$$\Delta \Sigma'_s B = c_1 z \frac{d \Sigma'_A}{dz}.$$  

Thus, the arbitrariness in the counter terms with an infinite number of derivatives is reduced in the leading order to the choice of the single parameter $c_1$. It is equivalent to a finite change of the renormalization constant $Z_4$

$$Z_4 = 1 + g^2 s^2 c_1.$$  

This is exactly what happens to renormalizable interactions except that there we redefine a single coupling $g^2$ and here it is an infinite series of couplings with increasing power of derivatives.

Consider now what happens in the sub-subleading order. In this case, the dependence on the subtraction scheme is contained also in the two-loop box-type diagram. Following the subleading case, we choose the counter term in the form

$$A'_2 + B'_2 = \frac{s}{3!4!e^2} \left( 1 - \frac{5}{12} \epsilon + 2c_1 \epsilon + c_2 \epsilon^2 \right),$$  

where $c_1$ comes from the one-loop counter term and $c_2$ is the new subtraction constant. Using the recurrence relation for the sub-subleading divergences, one gets the following additional term proportional to $c_2$ in all orders of PT:

$$\Delta \Sigma'_s C = c_2 z^2 \frac{d \Sigma'_A}{dz}.$$  

This corresponds to the finite renormalizations

$$Z_4 = 1 + g^2 s^2 c_1 + g^4 s^4 c_2.$$  

This simple pattern obviously has a one-loop origin since it comes from the leading divergences and they are defined by the one-loop box diagram.

The situation with dependence on $c_1$ in the sub-subleading order is more complicated. There are two contributions here: the linear and quadratic. The quadratic dependence obviously appears from the substitution of Equation (90) into the minimal scheme counter term $\Sigma'_A$ (Equation (89)), which gives the second derivative of $\Sigma'_A$. However, the redefinition of the coupling contains an extra part
compared to Equation (93), which is proportional to $c_1^2$ that gives the first derivative of $\Sigma'_{A}$. All together, the full quadratic dependence has the form

$$\Delta \Sigma'_{sC} = -c_1^2 \frac{z}{4!} \left( \frac{d \Sigma'_{A}}{dz} - 12 \frac{d^2 \Sigma'_{A}}{dz^2} \right). \quad (94)$$

Using the recurrence relations in the sub-subleading order, we have checked that this result is valid in all orders of PT.

The situation with the linear term is not that straightforward. It is not given by the leading term only but involves also the subleading one. Here, for the first time, we meet the situation where the renormalization is not reduced to a simple multiplication. It happens because the subleading terms depend on both $s$ and $t$ and one cannot separate them anymore.

This is clearly seen in the third order of PT. Namely, if we consider the $R'$-operation of the three-loop box diagram and calculate the arbitrariness $\Delta \Sigma'_{sC}$, which is due to arbitrariness in the two-loop counter-term (the last diagram in Figure 10).

![Figure 10. $R'$-operation for the three-loop box diagram.](image)

The latter is independent of the $t$ contribution. The reason is that, while the two loop box contains the $t$ contribution in the subleading order, the arbitrariness is contained only in the $s$ term. At the same time, when one evaluates the sub-subleading divergence in the three-loop box diagram using the $R'$-operation, one has a nonzero contribution from both the $s$ and $t$ terms in the last diagram in Figure 10. The two expressions are obviously unrelated

$$\Delta \Sigma'_{sC} (3\text{- loop}) = -\frac{719c_1s^2}{1036800\epsilon}, \quad (95)$$

whereas $\Sigma'_{sB}$ in three loops has the following form:

$$\Sigma'_{sB} (3\text{- loop}) = -\frac{71 s^2}{345600\epsilon^2}. \quad (96)$$

The discrepancy comes from this last term in Figure 10. To see this, we subtract the unmatched $t$ contribution from $\Sigma'_{sB}$ and compare it with $\Delta \Sigma'_{sC}$. We call it $\Sigma'^{trunc}_{sB}$

$$\Sigma'^{trunc}_{sB} (3\text{- loop}) = -\frac{719s^2}{3110400\epsilon^2}. \quad (97)$$

Taking the derivative with respect to $z$, one reproduces the desired result

$$\Delta \Sigma'_{sC} (3\text{- loop}) = c_1z \frac{d\Sigma'^{trunc}_{sB}}{dz} (3\text{- loop}). \quad (98)$$

The situation repeats itself in the fourth order of PT being even more tricky.

This consideration shows us what actually goes wrong in the renormalization procedure and suggests the right way to formulate it. The key reason is that the divergent expressions and, hence, the counter terms are not constants anymore but are polynomials of momenta. This means that this momentum dependent counter terms have to enter inside the integrals when performing the $R$-operation, i.e., this is not a simple multiplication procedure anymore.
5.2. Kinematically Dependent Renormalization

Based on the performed analysis, below we describe how the renormalization procedure can be reformulated in non-renormalizable theories and illustrate it by the example of two- and three-loop divergences in $D = 8$ SYM theory. Formally, it looks precisely like a familiar renormalization procedure in any renormalizable theory, but the renormalization constant $Z$ becomes the function of kinematic variables and acts on the amplitude not as a simple multiplication but as the operator in momentum space. Namely, to remove all the UV divergences in the amplitudes and get a finite answer, one follows the usual prescription multiplying the bare amplitude by the proper renormalization constant and replacing the bare coupling with the renormalized one:

$$\bar{A}_4 = \left.Z_4(g^2)\bar{A}_4^{\text{bare}}\right|_{g^2\text{bare} \rightarrow g^2 Z_4}$$

(99)

$$g^2_{\text{bare}} = \mu^\epsilon Z_4(g^2) g^2$$

(100)

where $\bar{A}_4$ is the ratio ($A_4/A_4^{(0)}$). Remember also that the renormalization constant $Z_4$ can be calculated diagrammatically with the help of the following standard operation [31]:

$$Z = 1 - \sum_i KR' G_i.$$  

(101)

The essential difference between the non-renormalizable and the renormalizable cases manifests itself in momentum dependence of the renormalization constant $Z$. This actually means that it becomes the operator acting on the amplitude according to the rules of the $R$-operation. To demonstrate how this renormalization procedure works, we apply Equations (99) and (100) to the singular part of the amplitude

$${\mathcal{A}_4} = 1 - \frac{g^2st}{3!\epsilon} - \frac{g^4st}{3!4!} \left( \frac{s^2 + t^2}{\epsilon^2} + \frac{27/4s^2 + 1/3st + 27/4t^2}{\epsilon} \right) + \ldots$$

(102)

order by order in PT.

In the one-loop order, the coupling is not changed $g^2_{\text{bare}} = \mu^\epsilon g^2$ and the renormalization constant is chosen in the form $Z_4 = 1 + \frac{g^2st}{3!\epsilon}$. This leads to a finite answer. Notice that the renormalization constant is not really a constant but depends on the kinematic factors $s$ and $t$!

In the two-loop order, the coupling is changed now according to Equation (100), namely,

$$g^2_{\text{bare}} = \mu^\epsilon g^2 \left(1 + \frac{g^2st}{3!\epsilon}\right)$$

(103)

and the renormalization constant is taken in the form

$$Z_4 = 1 + \frac{g^2st}{3!\epsilon} + \frac{g^4st}{3!4!} \left( A_2 s^2 + B_2 st + A_2 t^2 \frac{A_1 s^2 + B_1 st + A_1 t^2}{\epsilon} \right),$$

(104)

where the coefficients $A_i$ and $B_i$ have to be chosen in a way to cancel all divergences both local and nonlocal ones.

Consider how it works in practice: When substituting Equations (103) and (104) into Equation (99), one can notice that the replacement of $g^2_{\text{bare}}$ by Equation (103) in the one loop term ($\sim g^2$) and multiplication of one loop contributions from the renormalization constant $Z_4$ and from the amplitude $\mathcal{A}_4$ have the effect of subtraction of subdivergences in the two loop graph. This is exactly what guarantees the locality of the counter terms within the $R$-operation. However, contrary to the renormalizable case, here the renormalization constant contains the kinematic factors, the powers of momenta, which are external momenta for the subgraph but are internal ones for the whole diagram. This means that, evaluating the counter term, they have to be inserted inside the remaining diagram.
and integrated out. To clarify this point, we consider the corresponding term which appears when multiplying the one loop $Z$ factor by the one loop amplitude. The $s$ and $t$ factors from the $Z$ factor have to be inserted inside the box diagram, as shown in Figure 11.

$$g^2 s \quad t \quad \implies \quad g^2 \left( s + t \right)$$

**Figure 11.** Action of the $Z$-operator at the two loop level.

This means that the usual multiplication procedure has to be modified: the $Z$ factor becomes the operator acting on the diagram which inserts the powers of momenta inside the diagram. This looks a bit artificial but exactly reproduces the $\mathcal{R}$-operation for the two loop diagram shown below in Figure 12.

$$\mathcal{R} \quad - \quad \mathcal{R} \quad - \quad \mathcal{R} \quad -$$

**Figure 12.** $\mathcal{R}'$-operation for the two loop diagrams.

Thus, inserting Equations (104) and (103) into Equation (99) and having in mind that

$$s_{\text{Triangle}} = -\frac{s}{4\epsilon} \left( 1 + \frac{19}{6} \epsilon \right), \quad t_{\text{Triangle}} = -\frac{t}{4\epsilon} \left( 1 + \frac{19}{6} \epsilon \right),$$

one gets

$$\bar{A}_4 = Z_4(\bar{s}^2) \left. A_4^{\text{bare}} \right|_{\bar{s}^{\text{bare}} \to \bar{s}^2} = 1 - \frac{g^2 \mu^2 st}{3\epsilon} + \frac{g^4 \mu^2 st}{3! 4!} \left( \frac{s^2 + t^2}{\epsilon^2} + \frac{27/4 s^2 + 1/3 st + 27/4 t^2}{\epsilon} \right)$$

$$+ \frac{2 s^4 st}{3! 4!} \frac{\epsilon}{4\epsilon} \left( 1 + \frac{19}{6} \epsilon \right) \left( \frac{A_2 s^2 + B_2 st + A_2 t^2}{\epsilon^2} + \frac{A_1 s^2 + B_1 st + A_1 t^2}{\epsilon} \right).$$

One can see that the one-loop divergences ($\sim g^2$) cancel and the cancellation of the two-loop ones requires

$$\frac{1}{\epsilon^2} : -\frac{s^2 + t^2}{3! 4!} st + 2 \frac{s^2 + t^2}{3! 4!} st + \frac{A_2 s^2 + B_2 st + A_2 t^2}{3! 4!} st = 0,$$

$$\log \mu : -2 \frac{s^2 + t^2}{3! 4!} st + 2 \frac{s^2 + t^2}{3! 4!} st = 0,$$

$$\frac{1}{\epsilon} : -\frac{st}{3! 4!} \left( \frac{27}{4} s^2 + \frac{1}{3} st + \frac{27}{4} t^2 \right) + 2 \frac{st}{3! 4!} \left( s^2 + t^2 \right) \frac{19}{6} + \frac{st}{3! 4!} \left( A_1 s^2 + B_1 st + A_1 t^2 \right) = 0.$$

One deduces that $A_2 = -1, B_2 = 0, A_1 = \frac{s}{12}, B_1 = \frac{1}{3}$, thus the renormalization constant $Z_4$ takes the form

$$Z_4 = 1 + \frac{g^2 st}{3\epsilon} + \frac{g^4 st}{3! 4!} \left( \frac{s^2 + t^2}{\epsilon^2} + \frac{5/12 s^2 + 1/3 st + 5/12 t^2}{\epsilon} \right),$$

which exactly corresponds to the one obtained using Equation (101). This expression now has to be substituted into Equation (100) to obtain the renormalized coupling. Note that it also depends on kinematics.

The same way, one can trace the action of the $Z$-operator in the three-loop diagram, as shown in Figure 13. In this case, besides the three-loop box diagram, one also has the tennis-court one, and the resulting counter terms correspond to both of them.
In the context of the present discussion, the transition to a non-minimal scheme is equivalent to the multiplication of the amplitude by the finite renormalization constant

\[ z = 1 + g^2stc_1 \]  

(108)

and the corresponding finite change of the coupling \( g \). This looks similar to the renormalizable case though the meaning is different. Again, not only the multiplication but also the action of the operator is kinematically dependent. Therefore, it is not a simple change of a single coupling but of the whole infinite series of higher derivative terms. Similarly, the subtraction arbitrariness of the double box influences the sub-subleading divergences and results in higher order terms in Equation (108) as in Equation (107), just as in renormalizable theories [18]. Therefore, the whole arbitrariness is accumulated in one renormalization constant evaluated order by order in PT, which acts as an operator and generates an infinite series of terms. In fact, this means that we build this way an induced higher derivative theory where higher terms appear order by order of PT with fixed coefficients. For instance, the one-loop term \( g^2st/\epsilon \) generates the gauge invariant counter term

\[ \frac{g^2}{\epsilon} D_\rho D_\lambda F_{\mu\nu} D_\rho D_\lambda F_{\mu\nu}, \]

that contains higher derivatives as well as new vertices with extra gauge fields, etc.

6. High Energy Behavior

Assuming that one accepts these arguments, there is still a problem that at each order of PT the amplitude increases with energy, thus violating the unitarity. However, apparently, this problem has to be addressed after summation of the whole PT series. While each term of PT behaves badly, the whole sum might behave differently.

To analyze the high energy behavior of the full amplitude, one can use the solutions of the generalized RG equations obtained above. Indeed, as in any renormalizable case, the high energy behavior is associated with the UV divergences. Considering the case when \( s \sim t \sim u \sim E^2 \) and expanding the amplitude over \( \epsilon \), one finds the one-to-one correspondence between the coefficient of the leading pole \( (g^2E^{(D-4)})^n/\epsilon^n \) and the leading asymptotic term \( (g^2E^{(D-4)})^n \log^n E^2 \): \( g^2/\epsilon \leftrightarrow -g^2 \log E^2 \).

Thus, \( g^2/\epsilon = z \rightarrow -\infty \), as considered in Section 4, corresponds to the limit \( E \rightarrow \infty \).

Having this in mind, we can analyze the high energy asymptotics of the amplitudes in \( D = 6, 8 \) and 10. The task becomes more complicated since we have the function of two variables and one may have different limits in different directions. We looked for the case when \( s > 0 \) and \( t, u < 0 \) corresponding to the center of mass frame.

In the \( D = 6 \) case, in the leading order, the full amplitude behaves qualitatively similar to the ladder. For the \( s - t \) partial amplitude, it contains the exponent \( \exp[-(s+t)] \log E \), and, since \( s + t = \)
\(-u > 0\), one has a decreasing exponent and hence a smooth function of energy without violation of unitarity. The same is true for the \(s-u\) partial amplitude. However, for the \(u-t\) amplitude, one has \(u+t = -s < 0\), which results in increasing exponent. This amplitude obviously violates unitarity and spoils the picture. The subleading asymptotics does not improve the situation having the same type of behavior.

In the \(D=8\) and 10 cases, again, the ladder diagrams qualitatively correctly reproduce the behavior of the full amplitude. Here, all partial amplitudes behave similarly. They have poles for finite values of \(z\) and, hence, for finite values of \(E\). This is similar to QED; however, in this case, the pole is much closer due to the power law behavior of the function. There are multiple poles. Thus, again, one has problems with unitarity at high energy.

It would be interesting to find an example of a theory where such kind of summation leads to a smooth high energy limit such as in asymptotically free theory in the renormalizable case.

7. Discussion

Our main concern here was the understanding of the structure of UV divergences in supersymmetric gauge theories with maximal supersymmetry.

We restricted ourselves to the on-shell scattering amplitudes, since after all it is the S-matrix, which we want to make finite.

Our main results can be formulated as follows:

1. The on-shell scattering amplitudes contain the UV divergences that start from one loop (three loops) and do not cancel (except for the all-loop cancellation of the bubbles and triangles).
2. These divergences possess increasing powers of momenta (derivatives) with increasing order of PT. For the four-point scattering amplitude, this manifests itself as increasing power of the Mandelstam variables \(s\) or \(t\). This means that the theory is not renormalizable by power counting.
3. Nevertheless, all the higher loop divergences are related to the lower ones via explicit pole equations which are the generalization of the RG equations to the case of non-renormalizable theories. The leading divergences are governed by the one-loop counter term, the subleading ones by the two-loop counter term, etc. This happens exactly as in the well known case of renormalizable interactions.
4. The summation of the leading and subleading divergences can be performed by solving the generalized RG equations. The solution to these equations depends on dimension and has a different form in different dimensions. For particular sets of diagrams, one can get an analytical solution, while in the general case it is only numerical.
5. In \(D=6\), the solution is characterized by the exponential function that decreases for some partial amplitudes and increases for the other as a function of \(z = g^2/\epsilon\). In \(D=8\) and \(D=10\), the solutions possess an infinite number of poles. This means that they do not have a finite limit when \(z \rightarrow \infty\) \((\epsilon \rightarrow 0)\) which would correspond to the finite answer when removing the regularization.
6. We reformulate the multiplicative renormalization procedure with replacement of the renormalization constant by an operator that depends on kinematics. As a result, one can construct a higher derivative theory that gives finite scattering amplitudes with a single arbitrary coupling \(g\) defined in PT within a given renormalization scheme. Transition to another scheme is performed by the action on the amplitude of the finite renormalization operator.
7. The high energy behavior of the amplitudes is governed by the generalized RG equations just as in renormalizable theories. In the three examples that we considered, this behavior is different but in all cases the amplitudes either increase with energy or hit the pole at finite energy, as in QED.
8. Thus, the maximal supersymmetric gauge theories at higher dimensions despite many attractive features still happened to be inconsistent at high energies. We hope that the methods of analysis developed here can be used in other non-renormalizable theories including gravity.
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