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Abstract: Evaluating the reputation of higher institutions is important as a benchmark for the continuous development of universities. In multi-criteria decision-making (MCDM), the estimation of the criteria weight is significant in improving the accuracy of the evaluation results. However, criteria weights assigned by decision makers (DMs) can be inaccurate when not measured from the orientations from which the DMs pursue their decision goals. This paper combines the grey system theory (GST) and regulatory focus theory (RFT) in estimating the weights of criteria by measuring the promotional and prevention focus orientations of the DMs and representing it as grey numbers. In this paper, we showed not all weight measurements from the DMs are symmetrical. In essence, to improve the accuracy of the MCDM weights, the grey regulatory focus theory (GRFT) weighting method is proposed to estimate the weights of an MCDM problem as well as aggregating the weights of the group DMs, thereby overcoming the limitation of a single orientation measurement. Furthermore, the GRFT weighting method is applied in ranking four universities in Xi’an city of China from a sample data from 1200 students. The most reputable university is consistent with the other ranking indexes in the literature.
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1. Introduction

In an increasingly competitive environment, universities need to provide a consistent institutional image through good visibility, since universities are aware of the importance of generating an image that is strong in the vision of their target audiences [1]. Generally, the visibility of an institution is a vital issue for the display of its training offer, the validation of its scientific potential as well as the flamboyance of its buildings, equipment, and budgetary ease. Few higher education institutions succeed to valorize their wealth and diversity of its national and international relations. With over 2879 numbers of college and university in the People’s Republic of China in 2017 [2], evaluating the reputation of all these institutions may be cumbersome, such as a comparison of the lower tier universities without the direct assistance from the Ministry of Education. In China, the higher education entrance examination (Gao Kao) can be a strong determinant for the future of most Chinese students, and these students, ideally, work towards the most reputable university their abilities can secure to have a sense of psychological satisfaction.

Psychology helps us to understand people’s minds, their motivations, and the way they take decisions. Psychology can be defined as the science that studies human behaviour and mental processes through various research methods and empirical observation [3,4]. The cognitive processes and responses not only imply the actions of people, but also their feelings, memories, perceptions, thoughts,
mental processes as well as body functions. Decisions are made either towards having pleasure or avoiding pain, in other words, increasing profit or reducing risk. This observation was crystallized by Higgins [5], who developed the regulatory focus theory (RFT). RFT explains people’s motivation in achieving their goals from two different orientations, which is a promotion and preventive focus. Promotion focus oriented people are individuals who pay more attention to secure the enjoyed pleasures in accomplishing their decision goals rather than the pain that can be caused by their decisions. On the other hand, preventive focus orientated people are those who pay more attention to avoid the inflicted pain in pursuing their decision goals instead of the pleasure that is obtainable as the outcome of their decision. Now, these kinds of individuals make up the university management that drives the university culture through the cumulative decision they make based on their orientations. Also, regardless of the decision criteria, the outcome is tailored by the weights allocated by the decision makers’ (DMs) RFT orientations.

Furthermore, decision-making is a term that describes the process of how people choose to solve problems that are presented, and the trigger of decision-making is the existence of a problem. The problem diagnoses, searches, and evaluates alternatives as well as the final choice of a decision, constituting the basic stages of solving a decision-making problem. The main components for solving multi-criteria decision-making (MCDM) problems are distinct alternatives with their performances based on their evaluation criteria and the weights of these criteria [6]. When considering some real-life problems, there are uncertainties that should be put into consideration in the decision process. In this regards, the grey system theory (GST) is used to deal with uncertainty in this research by using interval grey numbers to represent the aggregated weights of the DMs and the performances of the alternatives that are ranked [7,8].

Specifically, university rankings have increased in the last decade due to the globalization of competition among higher education within the context of the international knowledge society. Also, part of the interest in university rankings is the ever-increasing demand for comparable information from students, their families, and the growing need on the part of governments and society for a greater responsibility of universities towards their communities, which translates into greater demands for quality in the services provided to the nation. Although the ministry of education in most countries has their different methods in evaluating and ranking universities in their respective countries, there are some university ranking systems commonly known to academia. Among these rankings are the Academic Ranking of World Universities (ARWU) [9], CWTS Leiden (Centre for Science and Technology Studies (Centrum voor Wetenschap en Technologische Studies) [10], Performance Ranking of Scientific Papers for World Universities (PRSPWUN) [11], Quacquarelli Symonds (QS) [12], Times Higher Education (THE) [13], U-multi rank, and the University Rankings based on Academic Performance (URAP) [14]. While some ranking systems may use equal-weight for the evaluation, a good number of them use whole number weights in tens that do not consider the uncertainties of the DMs’ perspective, and there is room for improvement. For example, the ARWU assign the weights of 10% to the quality of education; 10% to per-capita performance, 20% to staff of an institution winning Nobel prizes and field medals; 20% to highly cited researchers in 21 broad subject categories; 20% to papers published in Nature and Science; and 10% to papers indexed in the Science Citation Index-expanded and Social Science Citation Index [15]. Similarly, the QS allocates a criteria weight of 5% to the international student ratio; 5% to the international staff ratio; 10% to employers’ reputation; 20% to citations per faculty; 20% to the faculty per student ratio; and 40% to an academic paper review [16]. Another example is Times Higher Education (THE) criteria that assigns 2.5% to industrial income; 7.5% to international outlook; 30% to citations; 30% to research; and 30% to teaching [17]. It is evident that weights are significant to rank universities and the accuracy of these weights are important [18].

Thus, it has become trendy to develop rankings (or ordered classifications) by evaluating and comparing the quality of institutions or systems. This research is motivated by the quest for the improvement of the accuracy of the weights for solving MCDM problems. The major contribution
in this paper is the measurement of DMs’ weights from two orientations based on the RFT and the transformation of it to grey weights for uncertainty decision-making. This paper is presented as follows: Section 2 gives the literature review, and Section 3 provides our research methods, which involves weighting the evaluation criteria using GST and RFT based on grey numbers for the estimation of the criteria weights. Next, Section 4 shows the application of the grey regulatory focus theory (GRFT) weighting method with the grey relational analysis (GRA). Lastly, Section 5 concludes this paper.

2. Literature Review

2.1. Hybrid MCDM Methods

In the literature, there are numerous combinations of the weighting and evaluation methods that form various hybrid methods to deal with uncertainty and vagueness in decision-making [19]. The fuzzy set, rough set, grey set as well as probabilistic models, such as evidential reasoning, are used as the main approaches to account for uncertainties. Some of these hybrid methods combine the pairwise comparison methods and the classical weighted sum model (WSM) [20].

Structuring a decision problem is an effective approach for tackling it. Dincer et al. [21] analysed the performance results of the European policies in energy investment using the quality function deployment (QFD) [22] and the balanced scorecard. Then, they assessed the customer and technical requirement using a hesitant fuzzy decision set combined with the decision-making trial and evaluation laboratory (DEMATEL) and the analytical hierarchical process (AHP) [23]. Also, the hesitant fuzzy technique for order of preference by similarity to ideal solution (TOPSIS) [24] was incorporated in weighting the technical requirements of a new service/product development process. In the selection of air traffic protection aircraft, Petrović and Kankaraš [25] applied DEMATEL to determine the evaluation criteria and AHP for weighting. Hu et al. [26] applied the DEMATEL with the analytical network process (ANP) [23] for weighting and ranking experts in evaluating the prediction power of experts using the GRA [7]. Roy et al. [27] developed a rough strength relational DEMATEL model to analyze the individual priorities for the key success factors of hospital service quality.

Pairwise comparison gives all criteria an equal opportunity for assessment, and there is some integration of the MCDM methods with the geographic information system (GIS). Shariat et al. [28] applied the fuzzy extension of the AHP, WSM, and TOPSIS in analyzing the risk in an urban stormwater infrastructure system. The GIS was integrated to solve the spatial MCDM problem. Ali et al. [29] applied the AHP to assess the suitability of a wind and solar farm based on GIS in Thailand. The AHP weight was directly used with the WSM. Arabameri [30] combined the AHP and TOPSIS method as a hybrid MCDM method. This was further compared with bivariate and multivariate statistical analysis as well as data mining approaches in assessing water mapping based on the GIS. Sahu et al. [31] developed the Taguchi SAW method to rank the cutting speed, feed, and depth of cut in a lathe machine. Then, the Taguchi TOPSIS method was employed to validate the rankings in their research.

Another application area of the hybrid MCDM methods is in efficient sustainable development. Zhang et al. [32] selected the best renewable energy project by employing a linear programming model to determine the weights as an extended interacting and MCDM method. Aghdaie et al. [33] applied the step-wise weight analysis ratio assessment (SWARA) [34] and the complex proportional assessment (COPRAS) [35] with GRA in market segmentation, where GRA integrated incomplete information in the model. Much later, this research was extended as fuzzy group decision-making [36]. Wang et al. [37] matched demand in reverse logistics in manufacturing as an MCDM problem. They applied a hybrid of the AHP and entropy weights combined with the grey multi attributive border approximation area comparison (MABAC) method [38] to evaluate the collection mode. Kamari [39] developed a soft systems methodologies (SSM) for assessing the barrier to sustainable renovation and employed the AHP and TOPSIS as a mixed method based on the SSM. Nie et al. [40] presented the Pythagorean fuzzy partitioned normalized weighted Bonferroni mean (PFPNWBM) operator, which considers a Shapley fuzzy measure. They illustrated the use of this operator in the selection of green raw material.
The problem of an exponential increase of comparison in the AHP and ANP is addressed using the best and worst MCDM (BWM) methods [41]. Badi and Ballem [42] combined a rough set with BWM for weighting in the multi-attribute ideal-real comparative analysis of evaluating medical and pharmaceutical equipment. Similarly, to mitigate this problem, Pamućar et al. [43] developed a full consistency method (FUCOM) for approximating the weight of criteria in the MCDM model. The FUCOM is a subjective weighting method that determines the deviation from full consistency in the comparison. The FUCOM algorithm pairwise compares the criteria and only needs \( n-1 \) comparisons, which is less than the number of comparisons needed by the AHP [23] and BWM method. Also, Pamucar et al. [44] extended the FUCOM method to multi attributive ideal-real comparative analysis and was applied in evaluating cross-leveling in railway infrastructure. Then, Nunić [45] applied the FUCOM method in estimating the weights of criteria with MABAC for the evaluation of PVC carpentry manufacturers.

The uncertainty in fuzzy membership functions have led to other hybrid methods. Similarly, Aghdaie and Tafreshi [46] integrated the fuzzy set theory with the SWARA in the weight of the key performance index in the recency-frequency-monetary model. Also, Stanujkić and Karabašević [47] extended the WASPAS method [48] with an intuitionistic fuzzy number in evaluating a website and showed that it is an improvement over the other extension with a hamming distance. Singh and Garg [49] developed the symmetric triangular interval type-2 intuitionistic fuzzy set operations and the use of the Hamy mean to aggregate the operators. The company selection problem and the risk for an event was used to illustrate the use of the operator. Dursun and Arslan [50] combined the quality function development (QFD), linguistic hierarchies, and 2-tuple fuzzy linguistic, and COPRAS value for selecting the most appropriate material in the manufacturing of detergents. The development criteria for a new product was obtained using the QFD and the criteria weight from experts, then an assessment of the alternatives was conducted using the COPRAS method. Ye et al. [51] proposed the grey correlation accurate weighted determining method that combined interval-valued intuitionistic and fuzzy decision-theoretic rough sets in deciding the region for e-commerce development in Sichuan province of China. Some researchers use the fuzzy set as the main domain for dealing with uncertainty. Nonetheless, GST can also be applied in dealing with uncertainty.

2.2. Grey System Theory

The grey system theory (GST) was developed by Deng [52] to handle uncertainty. A simple interpretation of a grey system is an incomplete information system. In real life, every system can be categorized as an incomplete information system. In other words, if the information of the system is complete, then there is little or no room for further research. The emphasis in the GST is to what extent is the information incomplete, i.e., what is the shade of the grey system? Now, a white system is one with complete information, and a black system is a system with unknown information. A system with partial information is the grey system. In a timescale, the past is a white system, and the future is a black system, but a grey system is the present, in which we are in between the past and the future, the known and the unknown.

In GST, the grey number is used to represent incomplete systems. There are different types of grey numbers, the unbounded, bounded, and interval grey numbers. In this research, the interval grey numbers will be used. While an interval number is all the possible numbers within the lower and upper interval, an interval grey number is a single number within the lower and upper bound of the grey number. The GST is different from the classical statistical and probability methods that require a large data sample and should conform to a typical distribution [53]. On the other hand, GST stands to maximize the information presented for computation, and provide an interpretation of the data, regardless of how little the information is presented for analysis [8].

Although the GRA has been applied to solve lots of MCDM problems, GRA is used in logistics and industrial applications. Liu and Tong [54] applied GRA in selecting the optimal design strategy in an engineering automatic form by providing the correlation between the design and analytical
factor. Yazdani et al. [55] combined QFD and GRA to evaluate performance in logistics management in a supply chain. The main criteria evaluated are the environmental indicators, economic downturn, and the social and cultural complaints. Although the fuzzy linguistic value was used to estimate the weights of the criteria, GRA was used in ranking the criteria for the evaluation of the supply chain. Sefidian and Daneshpour [56] developed the missing values imputation method that replaces the Euclidean distance with the GRA in the fuzzy clustering algorithm. Ramesh et al. [57] applied GRA in combination with the Taguchi based orthogonal array in ranking the control factors with regards to the output of the design of experiments (DoE) approach, thereby obtaining the setting for a better cutting force. Lai et al. [58] applied GRA in determining the most influential factor, imbibition recovery, on the spontaneous imbibition of a tight gas reservoir in the Ordos basin, Chain.

GST has been used in solving group decision-making problem. Commonly, the DMs’ preferences are measured as linguistic values then aggregated or whitenized and used in conjunction with other MCDM evaluation methods. In aggregating the DMs’ preferences, Mehrjerdi [59] and Wang et al. [60] used the grey arithmetic mean in aggregating the linguistic variables of the DMs for solving an MCDM system selection problem. However, Kang et al. [61] applied the geometric mean to aggregate the DMs’ preferences in the selection of restaurants. Zhang [62] applied the correlative operator for combining the grey linguistic value of the DMs, and Ma et al. [63] equally applied the correlative operator for weighting in the evaluation of investment options. Jin et al. [64] proposed multiple harmony operators for aggregating group linguistic variables. Notwithstanding the operator used in aggregating the DMs’ preferences, a lower-level problem of the DMs’ preferences measurement approach remains, and there is a need to consider the orientations from which the DMs view the evaluation criteria, and to present an improved measurement instrument.

2.3. Regulatory Focus Theory

Regulatory focus theory, according to Crowe and Higgins [65], allows one to understand the fundamental ways we approach a task or a goal as it pertains to our motivation. Various factors can motivate people during target tracking, and we regulate our methods and processes while aiming and pursuing it. RFT suggests that motivational power is increased when the way in which people work towards a goal supports their regulatory focus. Individuals can pursue different goals with different regulatory orientations and explore opportunities. There are two different types of regulatory orientations that people use to achieve their goals: Promotion focus orientation and prevention focus orientation. According to Higgins [66], individuals use internal processes to achieve personal goals. Regulatory focus theory assists in predicting persuasion by manipulating communications that may depend on an individual’s personal goals and characteristics [67].

Interestingly, Forster et al. [68] proposed the goal looms larger effect, which confirmed that people’s motivation increases as they move closer to their goals based on their regulatory focus. In other words, motivation and performance on tasks towards a goal increase when the regulatory focus of the incentive and mean matches [69]. For example, Zhao and Pechmann [70] showed that effective communication is based on the synergy of the receiver’s regulatory focus, the regulatory focus of the message, and the message frame. Besides investigating the motivation of people, Dijk and Kluger [71] hypothesized that the task type moderates task performance and their motivation. They confirmed that different tasks could be affected by one regulatory focus, as well as regulatory focus and task type explaining the variability of the feedback effect on task motivation and performance. On the other hand, Bullens et al. [72] showed the reversibility of a decision affects motivation, implying that a reversible decision strengthens prevention focus more than promotion focus. This implies that reversible DMs are more prevention focus than promotion focus ones, and this has some effect on the choice satisfaction of the DMs.

Some applications and investigations for RFT in decision-making have been presented, which support the upper echelons theory. Kuhn [73] presented how DMs make a judgment in hiring staff based on the promotion focus, i.e., selecting the good; and prevention focus, i.e., rejecting
Ahmadi et al. [74] attempted to answer the question of whether managers are motivated to explore in the face of new technological change. The answers and explanation were dependent on the regulatory focus and fit of the DMs. Lai et al. [75] empirically investigated information system development team performance and confirmed that transformational leadership leads to promotional focus, while transactional leadership leads to prevention focus. Liao and Long [76] discovered that a company environmental innovation process is positively influenced by the top leader’s promotion focus, but negatively influenced by their prevention focus. Song et al. [77] showed that institution-based trust impacts community commitment, which is moderated by RFT orientations.

Most importantly, Higgins and Cornwell [78] extensively discussed the frontier of RFT and presented the effects of both prevention and promotion focus on decision-making, but the aspect of the MCDM weighting method was not mentioned. Lastly, Lo Gerfo et al. [79] conducted neurophysiological testing of the RFT and showed DMs indeed could be either more promotion focused or more prevention focused. This research fills the gap in the literature that has not applied the RFT in MCDM in estimating the weights of the DMs in an uncertain decision-making environment by measuring the DMs’ weight from both promotion and prevention focus orientations.

3. Methodology

3.1. Measurement and Weighting Criteria

The measurement criteria for the evaluation of university reputation consists of six first-level criteria, and 18 second-level criteria, as well as each second-level criterion having four variables. The set of four variables are reflective constructs for the estimation of the performances of the university base on each second-level criterion. In other words, every survey participant answered 72 questions as the variables. The main reasons these criteria were selected are because it can serve as a replication of the quality of the past activities of the university [80–82]. Also, these deduced criteria capture the reflected image the university creates of the students. The details of the measurement criteria for obtaining the data from these university students are given by Chen and Esangbedo [83], and Table 1 summarizes the definitions of these criteria. In this paper, we focus on the weighting method based on the RFT.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social Contribution</td>
<td>The feedback of a university to the community, such as in services.</td>
</tr>
<tr>
<td>Citizenship</td>
<td>The university’s ethical contribution and responsibility to the society.</td>
</tr>
<tr>
<td>Employment</td>
<td>The university’s human resource contribution to industries as graduates.</td>
</tr>
<tr>
<td>Alumni</td>
<td>The testament of the education they received as former students.</td>
</tr>
<tr>
<td>Environments</td>
<td>Academic conditions that affect students’ and lecturers’ developments.</td>
</tr>
<tr>
<td>International Learning</td>
<td>The platform in which students can interact with other cultures.</td>
</tr>
<tr>
<td>Safety</td>
<td>University’s ability to protect students from danger.</td>
</tr>
<tr>
<td>Campus Location</td>
<td>Learning and social place provided for students.</td>
</tr>
<tr>
<td>Leadership</td>
<td>A clear vision for development shown as competency.</td>
</tr>
<tr>
<td>Course Materials</td>
<td>The use of quality teaching resources.</td>
</tr>
<tr>
<td>Lecturers</td>
<td>The academic staff that present teaching materials.</td>
</tr>
<tr>
<td>Administration</td>
<td>Organizational characteristics that include the student’s perception.</td>
</tr>
<tr>
<td>Funding</td>
<td>The financial roles attached to the institution.</td>
</tr>
<tr>
<td>Income Level of Parents/Sponsors</td>
<td>The financial contributor to student’s education base on their income.</td>
</tr>
<tr>
<td>Tuition</td>
<td>The primary cost of receiving an education.</td>
</tr>
<tr>
<td>Scholarships</td>
<td>The ability to attract top talents through financial support.</td>
</tr>
<tr>
<td>Research &amp; Development (R&amp;D)</td>
<td>Knowledge transfer and innovation that can promote economic growth.</td>
</tr>
<tr>
<td>Industry Linkage</td>
<td>Enhancing technological and scientific industrial infrastructure.</td>
</tr>
<tr>
<td>Key Project</td>
<td>The university participating in large-scale government projects.</td>
</tr>
<tr>
<td>Publications</td>
<td>Publications, citation, and industry-university co-publications.</td>
</tr>
<tr>
<td>Students’ Guidance</td>
<td>The advice students receive from guidance counsellors, family and friends.</td>
</tr>
<tr>
<td>Recommendations</td>
<td>Schoolteachers and people opinions that molds students view.</td>
</tr>
<tr>
<td>Parents</td>
<td>Parental control that shapes the perspective of a child.</td>
</tr>
<tr>
<td>Students</td>
<td>Perceived education service quality received through word-of-mouth from other students.</td>
</tr>
</tbody>
</table>

Table 1. Summary of criteria for evaluating university reputation.
The model for the criteria weight measurement consists of a hierarchical structure with six first-level criteria and 18 second-level criteria. Each first-level criterion has three second-level criteria, and each of the second-level criterion is measured as both prevention and promotion focused measurements, and are represented as grey interval numbers as shown in Figure 1. In total, each DMs gave ratings to 42 weighting items, i.e., six items for the first-level criteria and 36 items for the second-level criteria (18 items each for both the prevention and promotion focused weightings) in the questionnaire.

![Figure 1. Grey Regulatory Focus Theory (GRFT) weighting model for the evaluation of university reputation. Adapted and modified [83].](image)

### 3.2. Grey Regulatory Focus Theory (GRFT) Weighting Method

The main idea of the GRFT weighting method is to obtain the DMs’ preferences from both the prevention and promotion focus and to represent it as interval grey numbers. Then, the weights are standardized so that the summation of the upper bounds of the grey weights are summed up to a unit value, which is used in the MCDM evaluation method. To begin, some basic operations of interval grey numbers. For an interval grey number of \( \otimes a = [a, \bar{a}] \) and \( \otimes b = [b, \bar{b}] \), where \( a < \bar{a} \) and \( b < \bar{b} \), as well as a crisp number of \( c \), some basic operation these grey numbers is as follows [84,85]:

**Addition,**

\[
\otimes a + \otimes b = [a + b, a + b + \bar{a} + \bar{b}]
\]

**Multiplication,**

\[
c \times \otimes a = [ca, ca]
\]
\[ -c \times \otimes a = [-c\alpha, -c\beta] \]  
(3)
\[ \otimes a \times \otimes b = [a, \bar{a}] \times [b, \bar{b}] = \left[ \min\left(\frac{a\alpha, a\beta, a\beta, a\bar{\beta}}, \frac{a\alpha, a\bar{\beta}, a\bar{\beta}, a\bar{\beta}}\right), \max\left(\frac{a\alpha, a\beta, a\bar{\beta}, a\bar{\beta}}, \frac{a\alpha, a\beta, a\bar{\beta}, a\bar{\beta}}\right) \right] \]  
(4)

Subtraction,
\[ \otimes a - \otimes b = \otimes a + (-1 \times \otimes b) = \left[ a - \bar{b}, a - \bar{\beta} \right] \]  
(5)

Division,
\[ \otimes a \div \otimes b = [a, \bar{a}] \times \frac{1}{b, \bar{b}}. \]  
(6)

The arbitrary distance between two interval numbers from \( \otimes a = [a, \bar{a}] \) to \( \otimes b = [b, \bar{b}] \) is
\[ |\otimes a - \otimes b| = \max\left( |a - b|, |\bar{a} - \bar{b}| \right). \]  
(7)

Now, the steps for the GRFT weighting method are as follows:

**Step 1.** Obtain the DMs’ ratings. The DMs’ ratings for each evaluation criterion can be obtained through a questionnaire that presents prevention and promotion focus questions. In this research, direct ratings by allocating percentage scores (0%-100%) are used to measure the DMs’ preferences.

**Step 2.** Transform the DMs’ ratings into grey numbers. The grey interval numbers that satisfies all the DMs’ ratings are used to represent the first-level criteria. Then, the grey number ratings of the second-level criteria are measured as both the promotion and prevention focus orientations as the lower and upper bounds of the grey numbers. The transformation for the DMs’ ratings are:

1. For the first-level criteria, \( C’ \). The DMs’ ratings for \( C’ \) in grey numbers consist of the \( a \)th first-level criteria \( c \) given as
   \[ C’ = \otimes c_1, \otimes c_2, \ldots, \otimes c_s, \]  
   (8)
in which \( s \) is the last first-level criterion and \( \otimes c_\alpha = [c_\alpha, \bar{c}_\alpha] \), where the lower and upper bound are given as \( c_\alpha = \min\left(\left(\sum_{i=1}^{m} DM_i(C_a)\right)\right) \) and \( \bar{c}_\alpha = \max\left(\left(\sum_{i=1}^{m} DM_i(C_a)\right)\right) \), respectively.

2. For the second-level criteria, \( C’’ \): The grey ratings is the minimum and maximum ratings by the DMs for each criterion.
   \[ C’’ = \otimes c_{a-1}, \otimes c_{a-2}, \ldots, \otimes c_{a-1} \]  
   (9)
where \( t \) is the last second-level criterion for each first-level criterion.

The aggregated grey ratings given by the group of \( m \) DMs for the second-level criteria, \( C_{\alpha-\beta} \), is
\[ \otimes c_{\alpha-\beta} = [\overline{c_{\alpha-\beta}}, \bar{c}_{\alpha-\beta}] = \left[ \sum_{i=1}^{m} \overline{c_{\alpha-\beta-i}}, \sum_{i=1}^{m} \bar{c}_{\alpha-\beta-i} \right] \]  
(10)

where \( \overline{c_{\alpha-\beta-i}} = \min(\left(\sum_{i=1}^{m} DM_i(C_{\alpha-\beta})\right), DM_{i,p}(C_{\alpha-\beta})) \) and \( \bar{c}_{\alpha-\beta-i} = \max(\left(\sum_{i=1}^{m} DM_i(C_{\alpha-\beta})\right), DM_{i,q}(C_{\alpha-\beta})) \) are the lower and upper bound of the \( DM_i \) grey ratings, which is a grey rating of \( \otimes c_{\alpha-\beta-i} = [\overline{c_{\alpha-\beta-i}}, \bar{c}_{\alpha-\beta-i}] \).

**Step 3.** Standardized the grey weights. The standardized weight is computed such that the sum of the criteria weights is equal to one unit, i.e., 100%. Computing the standardized grey weight is done for the first-level and second-level criteria as given:

1. For the first-level criteria. The standardized weight for the first-level criteria, \( W’ \) is the grey weight for the \( a \)th criteria is \( \otimes w_a = [w_a, \bar{w}_a] \) where \( w_a = \frac{\overline{c_a}}{\sum_{a=1}^{\alpha} \overline{c_a}} \) and \( \bar{w}_a = \frac{\bar{c}_a}{\sum_{a=1}^{\alpha} \bar{c}_a} \). Thus,
   \[ W’ = \otimes w_1, \otimes w_2, \ldots, \otimes w_s. \]  
(11)
For the second-level criteria. The standardized weight for the second-level criteria, $W''$ is the grey weight for the $\beta$th criteria is
\[
\otimes w_{a-\beta}^{\alpha} = \frac{\tau_{a-\beta}}{\sum_{\beta=1}^{\alpha} \tau_{a-\beta}}.
\]
Thus,
\[
W'' = \otimes w_{a-1}, \otimes w_{a-2}, \ldots, \otimes w_{a-k},
\]
(12)
where $k$ is the last term of the first level criteria.

**Step 4.** Compute the overall weights. The overall weights are the multiplication of the local weights of the first-level and second-level criteria.

\[
W = W' \times W'',
\]
(13)
Which have grey value for the second-level criteria as $\otimes w_v = \otimes w_a \times \otimes w_{a-\beta}$, where $v$ is the index of the criteria for the MCDM evaluation method, i.e., the second-level criteria index, $\otimes w_v = [w_v^a, \overline{w_v}^a]$ and $\sum_v w_v = 1$.

\[
W = \left( \otimes w_1 \ \otimes w_2 \ \ldots \ \otimes w_n \right)^T
\]
(14)
The weight transpose is a column matrix that can be used in other MCDM methods such as the WSM.

### 3.3. Grey Relational Analysis with Grey Numbers

GRA is a section of GST. The traditional GRA is computed with white numbers (crisp numbers) since it is a relational analysis of alternatives with a reference series. For the GRA to account for uncertainty, then the GRA with grey numbers is used. The approach of the GRA with grey numbers begins with constructing a decision matrix and normalizing it to compute the weighted decision matrix. Next, the reference alternative is obtained, and the grey relational grade is ranked. The steps for the GRA using grey numbers are as follows:

**Step 1.** Construct the hierarchical criteria model and obtain the raw data for the alternatives.

**Step 2.** Construct the grey decision matrix. The grey data from the decision table is extracted and placed in a grey decision matrix for computation using matrix operations.

\[
D = \left( \otimes d_{1,1} \ \otimes d_{1,2} \ \cdots \ \otimes d_{1,n} \ \otimes d_{2,1} \ \otimes d_{2,2} \ \cdots \ \otimes d_{2,n} \ \cdots \ \cdots \ \cdots \ \otimes d_{m,1} \ \otimes d_{m,2} \ \cdots \ \otimes d_{m,n} \right)
\]
(15)

where $\otimes d_{ij} = [d_{ij}, \overline{d}_{ij}]$ is the grey number of the $j$th criterion of the $i$th alternative, for which $1 \leq i \leq m$ and $1 \leq j \leq n$, where $m$ and $n$ are the numbers of alternatives and criteria, respectively.

**Step 3.** Standardize the decision matrix. A standardized grey matrix $\otimes D'$ is calculated, with the standardized element $\otimes d'_{ij} = [d'_{ij}, \overline{d}'_{ij}]$.

\[
D' = \left( \otimes d'_{1,1} \ \otimes d'_{1,2} \ \cdots \ \otimes d'_{1,n} \ \otimes d'_{2,1} \ \otimes d'_{2,2} \ \cdots \ \otimes d'_{2,n} \ \cdots \ \cdots \ \cdots \ \otimes d'_{m,1} \ \otimes d'_{m,2} \ \cdots \ \otimes d'_{m,n} \right)
\]
(16)
In GRA, interval numbers are standardized through norm based on minimization of maximum distance [87].

\[
\begin{bmatrix}
    \bar{d}_{ij} - \bar{\bar{d}}_{ij} \\
    \bar{d}_{ij} - \bar{\bar{d}}_{ij}
\end{bmatrix}
\]

(17)

where

\[
\|d_i\| = \max_{1 \leq j \leq m} \bar{d}_{ij}
\]

(18)

\textbf{Step 4.} Compute the weighted standardized decision matrix. Given that the grey weight is \(\otimes W = \left( \otimes w_1 \otimes w_2 \ldots \otimes w_m \right)^T\), then weighted standardized decision matrix is

\[
D^* = \begin{pmatrix}
    \otimes d^*_{1,1} & \otimes d^*_{1,2} & \cdots & \otimes d^*_{1,n} \\
    \otimes d^*_{2,1} & \otimes d^*_{2,2} & \cdots & \otimes d^*_{2,n} \\
    \vdots & \vdots & & \vdots \\
    \otimes d^*_{m,1} & \otimes d^*_{m,2} & \cdots & \otimes d^*_{m,n}
\end{pmatrix}
\]

(19)

where

\[
\otimes d^*_{ij} = \otimes d'_{ij} \times \otimes w_{ij}
\]

In vector form, the series can be written as:

\[
D^*_1 = \{ \otimes d^*_{1,1}, \otimes d^*_{1,2}, \ldots, \otimes d^*_{1,n} \}
\]

\[
D^*_2 = \{ \otimes d^*_{2,1}, \otimes d^*_{2,2}, \ldots, \otimes d^*_{2,n} \}
\]

\[ \vdots \]

\[
D^*_m = \{ \otimes d^*_{m,1}, \otimes d^*_{m,2}, \ldots, \otimes d^*_{m,n} \}
\]

\textbf{Step 5.} Determine the weighted grey reference alternative. The reference alternative is the best obtainable alternative based on the performances of the alternatives on every criterion, which is the optimal alternative [88].

\[
D^*_0 = \{ \otimes d^*_{0,1}, \otimes d^*_{0,2}, \ldots, \otimes d^*_{0,n} \}
\]

(20)

where

\[
\otimes d^*_{0j} = \left[ \max_{1 \leq i \leq m} \bar{d}^*_{ij}, \max_{1 \leq i \leq m} \bar{\bar{d}}^*_{ij} \right].
\]

\textbf{Step 6.} Calculate the differences between the weighted reference alternative and weighted standardized decision matrix. This is measured as the distances between two arbitrary interval numbers as given in Equation (7).

\[
\delta_{ij} = \left| \otimes d^*_{0j} - \otimes d^*_{ij} \right|
\]

\[
= \max \left( |d^*_{0j} - d^*_{ij}|, |\bar{d}^*_{0j} - \bar{d}^*_{ij}| \right),
\]

and

\[
\Delta = \begin{pmatrix}
    \delta_{1,1} & \delta_{1,2} & \cdots & \delta_{1,n} \\
    \delta_{2,1} & \delta_{2,2} & \cdots & \delta_{2,n} \\
    \vdots & \vdots & & \vdots \\
    \delta_{m,1} & \delta_{m,2} & \cdots & \delta_{m,n}
\end{pmatrix}
\]

(21)

\textbf{Step 7.} Calculate the grey relational grade. The grey relational grade is calculated from the grey relational coefficient of the weights using the following formula:

\[
\gamma_j = \frac{1}{n} \sum_{j=1}^{n} \gamma_{ij},
\]

(22)
where the grey relational coefficient is

\[
\gamma_{ij} = \frac{\min_{1 \leq i \leq m, 1 \leq j \leq n} \min_{1 \leq i \leq m, 1 \leq j \leq n} \delta_{ij} + \zeta \max_{1 \leq i \leq m, 1 \leq j \leq n} \delta_{ij}}{\max_{1 \leq i \leq m, 1 \leq j \leq n} \delta_{ij} + \zeta \min_{1 \leq i \leq m, 1 \leq j \leq n} \delta_{ij}}.
\]

(23)

The grey distinguishing coefficient, \( \zeta \in [0, 1] \), is the degree to which the minimum score to the maximum score is stressed. The grey distinguishing coefficient is usually \( \zeta = 0.5 \) [89].

4. Results and Analysis

4.1. Sample Data and Screening

The evaluation of university reputation as an MCDM problem consists of measuring the performance of each university for every criterion and measuring the preferences of the DMs for the entire criteria. The application of the GRFT weighting method combined with the GRA is reported anonymously since the weights in this research are subjective and neither are we endorsing nor tainting any of these universities. Two sets of questionnaires were designed to evaluate the reputation of four universities: Xi’an AAA University \((A_1)\), Xi’an BBB University \((A_2)\), Xi’an CCC University \((A_3)\), and Xi’an DDD University \((A_4)\). The first set of questionnaires were conducted online through a website designed to obtain the performances of each university from the perspective of the students. The second set of questionnaires were in a paper and portable document format (.pdf) designed to obtain the preferences of the DMs for the weights estimation.

The questionnaire developed in the study by Chen and Esangbedo [83] was administered to 300 students from each university, with a total of 1200 students. These students were randomly selected. We began collecting the data from 31 October 2018, and it took an average of 11 days to collect data from these students in these universities. Fifty-one samples of the data collected were removed and classified as unattended responses, and 1149 samples were used for the evaluation, which resulted in a 95.75% response rate of the questionnaire. Similarly, our choice of DMs was biased and was primarily based on their years of experience. The four DMs had 134 years of cumulative work experience, some as academia and others as top managers in the industry.

4.2. Application of the GRFT Weighting Method

In this paper, the GRFT weighting method was applied to estimate the weights of the criteria in grey numbers. The weights are subjective and were based on the preferences of the DMs. The percentage points given to criteria were based on the level of importance. For the second-level criteria, the DMs were asked their ratings twice. One question was asked from a prevention focus orientation, and the other question was asked from a promotion focus orientation. A rating approach is a form of points allocation method, where points are assigned to the criteria based on the level of importance. For uniformity, we requested the DMs to use a percentage in allocating points to all the criteria. Each DM provided the ratings (scores) using a scale of 0—100 (percentage) for a total of 42 questions, six questions for the first-level criteria and 36 questions for the second-level criteria, as shown in Tables 2 and 3. For clarity, Figure 2 shows a flowchart of this study. Also, we classified the ratings of the DMs to be symmetric RFT ratings if the assigned ratings for prevention and promotion focus questions for the criteria were equal \( (DM_{i,p} = DM_{i,q}) \); otherwise, the ratings were asymmetric RFT ratings. From Figure 3, at least half of the answers given by the DMs were asymmetric. Thus, it may be erroneous to measure the DMs’ preferences form a single orientation.
Table 2. Decision Makers (DMs) ratings for first-level criteria.

<table>
<thead>
<tr>
<th>First-Level Criteria ($c_n$)</th>
<th>DM$_1$ (%)</th>
<th>DM$_2$ (%)</th>
<th>DM$_3$ (%)</th>
<th>DM$_4$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social Contribution ($c_1$)</td>
<td>85</td>
<td>90</td>
<td>85</td>
<td>100</td>
</tr>
<tr>
<td>Environments ($c_2$)</td>
<td>90</td>
<td>90</td>
<td>86</td>
<td>95</td>
</tr>
<tr>
<td>Leadership ($c_3$)</td>
<td>85</td>
<td>90</td>
<td>95</td>
<td>100</td>
</tr>
<tr>
<td>Funding ($c_4$)</td>
<td>70</td>
<td>80</td>
<td>96</td>
<td>100</td>
</tr>
<tr>
<td>R&amp;D ($c_5$)</td>
<td>75</td>
<td>80</td>
<td>96</td>
<td>95</td>
</tr>
<tr>
<td>Students' Guidance ($c_6$)</td>
<td>70</td>
<td>80</td>
<td>96</td>
<td>100</td>
</tr>
</tbody>
</table>

Table 3. DM ratings for second-level criteria.

<table>
<thead>
<tr>
<th>Second-Level Criteria ($c_n$)</th>
<th>Second-Level Criteria INDEX ($\phi$)</th>
<th>Prevention Measurements ($\phi$) (%)</th>
<th>Promotion Measurements ($\phi$) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Citizenship ($c_{n-1}$)</td>
<td>1</td>
<td>DM$_1$ 100</td>
<td>DM$_2$ 90</td>
</tr>
<tr>
<td>Employment ($c_{n-2}$)</td>
<td>2</td>
<td>DM$_3$ 100</td>
<td>DM$_4$ 95</td>
</tr>
<tr>
<td>Alumni ($c_{n-3}$)</td>
<td>3</td>
<td>DM$_1$ 100</td>
<td>DM$_2$ 90</td>
</tr>
<tr>
<td>International Learning ($c_{n-4}$)</td>
<td>4</td>
<td>DM$_3$ 100</td>
<td>DM$_4$ 95</td>
</tr>
<tr>
<td>Safety ($c_{n-5}$)</td>
<td>5</td>
<td>DM$_1$ 100</td>
<td>DM$_2$ 90</td>
</tr>
<tr>
<td>Campus Location ($c_{n-6}$)</td>
<td>6</td>
<td>DM$_3$ 100</td>
<td>DM$_4$ 95</td>
</tr>
<tr>
<td>Course Materials ($c_{n-7}$)</td>
<td>7</td>
<td>DM$_1$ 100</td>
<td>DM$_2$ 90</td>
</tr>
<tr>
<td>Lecturers ($c_{n-8}$)</td>
<td>8</td>
<td>DM$_3$ 100</td>
<td>DM$_4$ 95</td>
</tr>
<tr>
<td>Administration ($c_{n-9}$)</td>
<td>9</td>
<td>DM$_1$ 100</td>
<td>DM$_2$ 90</td>
</tr>
<tr>
<td>Income Level of Parent/Sponsors ($c_{n-10}$)</td>
<td>10</td>
<td>DM$_3$ 100</td>
<td>DM$_4$ 95</td>
</tr>
<tr>
<td>Tuition Fees ($c_{n-11}$)</td>
<td>11</td>
<td>DM$_1$ 100</td>
<td>DM$_2$ 90</td>
</tr>
<tr>
<td>Scholarships ($c_{n-12}$)</td>
<td>12</td>
<td>DM$_3$ 100</td>
<td>DM$_4$ 95</td>
</tr>
<tr>
<td>Industrial Links ($c_{n-13}$)</td>
<td>13</td>
<td>DM$_1$ 100</td>
<td>DM$_2$ 90</td>
</tr>
<tr>
<td>Key Projects ($c_{n-14}$)</td>
<td>14</td>
<td>DM$_3$ 100</td>
<td>DM$_4$ 95</td>
</tr>
<tr>
<td>Publication ($c_{n-15}$)</td>
<td>15</td>
<td>DM$_1$ 100</td>
<td>DM$_2$ 90</td>
</tr>
<tr>
<td>Recommendation ($c_{n-16}$)</td>
<td>16</td>
<td>DM$_3$ 100</td>
<td>DM$_4$ 95</td>
</tr>
<tr>
<td>Parents ($c_{n-17}$)</td>
<td>17</td>
<td>DM$_1$ 100</td>
<td>DM$_2$ 90</td>
</tr>
<tr>
<td>Students ($c_{n-18}$)</td>
<td>18</td>
<td>DM$_3$ 100</td>
<td>DM$_4$ 95</td>
</tr>
</tbody>
</table>

Based on Equation (8), the grey ratings for the first-level criterion were obtained from Table 2, which is:

\[
C' = \otimes c_1, \otimes c_2, \otimes c_3, \otimes c_4, \otimes c_5, \otimes c_6
\]

\[
= [85, 100], [86, 95], [85, 100], [70, 100], [75, 96], [70, 100].
\]

Next, the grey ratings for the second-level criteria were obtained using Equations (9) and (10). For example, the first criterion of the second-level criteria, Citizenship ($c_{n-1}$), had the grey ratings that are given in Table 4. Similarly, the last criterion of the second-level criteria, Students ($c_{n-3}$), is given in Table 4 as well. Other first-level criteria were omitted.

Table 4. Grey ratings for second-level criteria.

<table>
<thead>
<tr>
<th>$\otimes c_{n-2}$</th>
<th>DM$_1$</th>
<th>DM$_2$</th>
<th>DM$_3$</th>
<th>DM$_4$</th>
<th>$\otimes c_{n-3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c_{n-1}$</td>
<td>[100, 100]</td>
<td>[90, 90]</td>
<td>[100, 100]</td>
<td>[95, 98]</td>
<td>[385, 388]</td>
</tr>
<tr>
<td>$c_{n-2}$</td>
<td>[70, 100]</td>
<td>[50, 81]</td>
<td>[85, 85]</td>
<td>[100, 100]</td>
<td>[305, 366]</td>
</tr>
<tr>
<td>$c_{n-3}$</td>
<td>[80, 100]</td>
<td>[70, 90]</td>
<td>[91, 100]</td>
<td>[100, 100]</td>
<td>[341, 390]</td>
</tr>
<tr>
<td>$c_{n-4}$</td>
<td>[85, 90]</td>
<td>[50, 90]</td>
<td>[50, 100]</td>
<td>[85, 100]</td>
<td>[270, 380]</td>
</tr>
<tr>
<td>$c_{n-5}$</td>
<td>[80, 85]</td>
<td>[30, 90]</td>
<td>[25, 50]</td>
<td>[78, 80]</td>
<td>[213, 305]</td>
</tr>
<tr>
<td>$c_{n-6}$</td>
<td>[85, 100]</td>
<td>[60, 90]</td>
<td>[62, 82]</td>
<td>[96, 100]</td>
<td>[303, 372]</td>
</tr>
</tbody>
</table>
Then, the first-level criterion weights were standardized using Equation (11), $W' = [0.1438, 0.1692], [0.1455, 0.1607], [0.1438, 0.1692], [0.1184, 0.1692], [0.1269, 0.1624], [0.1184, 0.1692]$, see Table 5 as well. Also, the second-level criteria were standardized using Equation (12).

$$W' = [0.3365, 0.3392], [0.2666, 0.3199], [0.2981, 0.3409], \ldots, [0.3478, 0.3575].$$ (24)
Lastly, the effective grey weight for the second-level criteria was calculated using Equation (13), and the results are presented in Table 5.

\[ W = 100^{-1} \times (4.84, 5.74), 3.83, 5.41, 4.29, 5.77, \ldots, 3.4, 5.95). \] (25)

The weights in percentage are [4.84, 5.74], [3.83, 5.41], [4.29, 5.77], \ldots, [3.4, 5.95], and the sum of the upper bounds is 100%.

The estimated grey weights of the DMs preferences suggest that the level of funding \((c_4)\) at the disposal of a university is the most important criterion of a reputable university with scholarship \((c_4 - 3)\) having the highest grey weight of [4.52, 6.82]. While the least important criterion of a reputable university is the students’ guidance \((c_6)\) from the perspective of parents \((c_6 - 2)\). The level of uncertainty about the weights can be observed as the length of the weight bar shown in Figure 4. The shortest bar indicates the highest degree of certainty on weight, which corresponds to the safety \((c_2 - 2)\) condition of the university environments \((c_2)\). By contrast, the longest bar indicates the highest degree of uncertainty, which corresponds to the students’ guidance \((c_6)\) in the form of recommendation \((c_6 - 1)\) student would receive, which can vary widely for various individuals.

### 4.3. University Rankings

The raw data from the survey obtained was transformed into grey numbers by taking the minimum and maximum values of the average value for every criterion in each university. This is because the measurement items for the second-level criterion are reflective constructs, i.e., the measurement items are correlated and the grey number captures the range in which the crisp value can be. The responses were transformed to grey numbers using Equation (26) and the grey decision table is given in Table 6 as well as the grey decision matrix is given in Equation (15).

\[ \otimes d_{ij} = \left[ \min_{1 \leq \delta \leq \eta} \overline{T}_{a - \beta - \delta}, \max_{1 \leq \delta \leq \eta} \overline{T}_{a - \beta - \delta} \right] \] (26)
where $\alpha$ and $\beta$ is the first and second level reference of the criteria $C$, $\bar{C}$ is the mean of $C$ with the last term $\eta$ for the measured variable $\delta$.


Figure 4. Group DMs of GRFT weights.

Table 6. Grey performances of the universities.

<table>
<thead>
<tr>
<th>Criteria Index</th>
<th>$A_1$</th>
<th>$A_2$</th>
<th>$A_3$</th>
<th>$A_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>[4.0548, 4.5871]</td>
<td>[1.7762, 2.1434]</td>
<td>[1.669, 2.1725]</td>
<td>[1.8451, 2.3204]</td>
</tr>
<tr>
<td>2</td>
<td>[3.2, 4.2677]</td>
<td>[2.0559, 2.7028]</td>
<td>[2.0986, 2.9437]</td>
<td>[2.2746, 2.9507]</td>
</tr>
<tr>
<td>3</td>
<td>[4.2839, 4.471]</td>
<td>[1.8497, 2.042]</td>
<td>[1.8275, 2.1127]</td>
<td>[2.0317, 2.3627]</td>
</tr>
<tr>
<td>4</td>
<td>[3.5355, 4.2065]</td>
<td>[2.2448, 2.6119]</td>
<td>[2.1338, 2.4401]</td>
<td>[2.243, 2.5845]</td>
</tr>
<tr>
<td>5</td>
<td>[3.5355, 4.2065]</td>
<td>[2.2448, 2.6119]</td>
<td>[2.1338, 2.4401]</td>
<td>[2.243, 2.5845]</td>
</tr>
<tr>
<td>6</td>
<td>[3.5355, 4.2065]</td>
<td>[2.2448, 2.6119]</td>
<td>[2.1338, 2.4401]</td>
<td>[2.243, 2.5845]</td>
</tr>
<tr>
<td>7</td>
<td>[3.8097, 4.0839]</td>
<td>[2.0986, 2.7722]</td>
<td>[1.8697, 2.919]</td>
<td>[1.7852, 3.2218]</td>
</tr>
<tr>
<td>8</td>
<td>[3.8097, 4.0839]</td>
<td>[2.0986, 2.7722]</td>
<td>[1.8697, 2.919]</td>
<td>[1.7852, 3.2218]</td>
</tr>
<tr>
<td>9</td>
<td>[3.5355, 4.2065]</td>
<td>[2.2448, 2.6119]</td>
<td>[2.1338, 2.4401]</td>
<td>[2.243, 2.5845]</td>
</tr>
<tr>
<td>10</td>
<td>[3.2, 4.2677]</td>
<td>[2.0559, 2.7028]</td>
<td>[2.0986, 2.9437]</td>
<td>[2.2746, 2.9507]</td>
</tr>
<tr>
<td>11</td>
<td>[4.2226, 4.529]</td>
<td>[1.7308, 2.2343]</td>
<td>[1.75, 2.1796]</td>
<td>[1.7324, 2.1338]</td>
</tr>
<tr>
<td>12</td>
<td>[3.5774, 4.1097]</td>
<td>[2.1434, 2.2762]</td>
<td>[2.0242, 2.4085]</td>
<td>[2.2958, 2.5282]</td>
</tr>
<tr>
<td>13</td>
<td>[4.0419, 4.5097]</td>
<td>[2.0699, 2.465]</td>
<td>[2.1338, 2.4859]</td>
<td>[2.2254, 2.507]</td>
</tr>
<tr>
<td>14</td>
<td>[4.0419, 4.5097]</td>
<td>[2.0699, 2.465]</td>
<td>[2.1338, 2.4859]</td>
<td>[2.2254, 2.507]</td>
</tr>
<tr>
<td>15</td>
<td>[4.0419, 4.4525]</td>
<td>[2.0385, 2.2692]</td>
<td>[2.2535, 2.4366]</td>
<td>[2.331, 2.5387]</td>
</tr>
<tr>
<td>16</td>
<td>[3.0484, 4.1677]</td>
<td>[2.3531, 3.0559]</td>
<td>[2.4401, 3.2077]</td>
<td>[2.5739, 3.9944]</td>
</tr>
<tr>
<td>17</td>
<td>[2.1645, 3.9903]</td>
<td>[2.3497, 3.3741]</td>
<td>[2.5176, 3.6761]</td>
<td>[2.5739, 3.5352]</td>
</tr>
<tr>
<td>18</td>
<td>[3.771, 4.0806]</td>
<td>[2.2797, 2.6538]</td>
<td>[2.2782, 2.7746]</td>
<td>[2.4542, 2.9824]</td>
</tr>
</tbody>
</table>
Thus, the standard grey decision matrix base on Equation (16) is

\[D' = \begin{bmatrix} [0.8528, 0.9647] & [0.6730, 0.8976] & \ldots & [0.7931, 0.8582] \\ [0.3736, 0.4508] & [0.4324, 0.5684] & \ldots & [0.4795, 0.5581] \\ [0.3510, 0.4569] & [0.4414, 0.6191] & \ldots & [0.4791, 0.5835] \\ [0.3880, 0.4880] & [0.4784, 0.6206] & \ldots & [0.5162, 0.6272] \end{bmatrix} \]

Next, the weighted standardized decision matrix is computed using Equation (19) for which the weights in percentage used are the GRFT weights presented in Equation (25).


Based on Equation (20), the weighted grey reference alternative is

\[D^*_0 = ([4.1275, 5.5376], [2.5776, 4.8558], \ldots , [2.6965, 5.1063]). \]

The difference between the reference university and the evaluated university are computed using Equation (21)

\[\Delta = \begin{bmatrix} 0 & 0 & \ldots & 0 \\ 2.9500 & 1.7805 & \ldots & 0.6324 \\ 2.9149 & 1.5064 & \ldots & 0.3225 \\ 2.7364 & 1.4985 & \ldots & 0.4671 \end{bmatrix} \]

The grey relational grey using Equation (22)

\[r_i = r_1, r_2, r_3, r_4 \]

\[r_i = 0.9941, 0.4713, 0.4857, 0.4965 \]

i.e., \(r_1 > r_4 > r_3 > r_2\). This implies that Xi’an AAA University is ranked the first position, Xi’an DDD University is ranked the second position, Xi’an CCC University is ranked the third position, Xi’an BBB University is ranked the forth position i.e., \(A_1 > A_4 > A_3 > A_2\). Xi’an AAA University is ranked the most reputable university from the perspective of students and the subjective weight of the DMs. The most reputable university is consistent with ARWU [90], CWTSLeiden [91], PRSPWUN [92], QS [93], THE [94] and URAP [95].

5. Conclusions

Students’ perceptions of the reputation of a university and the preferences of the DMs can be explored with the help of psychology. Psychology explores concepts, such as attention, motivation, emotion, brain functioning, intelligence, personality, personal relationships, consciousness, and unconsciousness. A unique theory in psychology is the RFT, which explains how people pursue their goals. Generally, one thing that is definite regarding decision-making in real-life is that “there is uncertainty.” The GST provides reasonable slack in the weighting and evaluation variables to account for various degrees of uncertainty. The uncertainty in this research was represented using grey numbers.

Regardless of the evaluation methods used by any ranking index for universities, the weights of the criteria play a key role in the outcome. Therefore, this paper focused on the underlying method for the allocation of various weights to the DM. In other words, this paper provides one major contribution, which is the estimation of the DMs’ weight from their RFT orientations in a group decision environment. In addition, this paper developed the GRFT weighting method that can be used in conjunction with
other MCDM evaluation methods in the literature. Here, the GRFT with the traditional GRA was applied to evaluate the reputation of four universities. The top-ranked university is consistent with other ranking indexes in the literature.

One of the limitations of this research is the inaccuracy that may be introduced by measuring the performances of a university from an abstract measuring instrument. This can be a generic limitation for psychological research in comparison to physical measurement in pure sciences. In addition, the uses of students’ perspectives for ranking thousands of universities all over the world may not be appropriate since their perceptions are primarily formed by their local environment. There have been several advances of the classical GRA method. Moreover, for simplicity, the research maintained the use of the traditional GRA and only introduced a new variable, which was the GRFT weighting method. Future research should incorporate the GRFT into sophisticated MCDM evaluation methods, such as TOPSIS and the latest version of ELECTRE [96].
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