Abstract: When using traditional knowledge retrieval algorithms to analyze whether the feature input of words in multi-modal natural language library is symmetrical, the symmetry of words cannot be analyzed, resulting in inaccurate analysis results. A feature input symmetric algorithm of multi-modal natural language library based on BP (back propagation) neural network is proposed in this paper. A Chinese abstract generation method based on multi-modal neural network is used to extract Chinese abstracts from images in multi-modal natural language library. The Word Sense Disambiguation (WSD) Model is constructed by the BP neural network. After the word or text disambiguation is performed on the Chinese abstract in the multi-modal natural language library, the feature input symmetry problem in the multi-modal natural language library is analyzed according to the sentence similarity. The experimental results show that the proposed algorithm can effectively analyze the eigenvalue symmetry problem of the multi-modal natural language library. The maximum error rate of the analysis algorithm is 7%, the growth rate of the analysis speed is up to 50%, and the average analysis time is 540.56 s. It has the advantages of small error and high efficiency.
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1. Introduction

Multi-modal natural language understanding is an important branch and frontier of AI (Artificial Intelligence). It is the culmination of various advances in AI and can be called the treetop of AI [1]. Its purpose is to understand the laws of language, analyze, and generate language [2]. Computational linguistics, as an important supporting discipline, has an in-depth theoretical framework and rich content. Natural language understanding is widely used. It is the core technology of web search technology. NLU (Natural language understanding) can be summarized as the trinity of human natural language itself, computational linguistics, and programming theory and technology. The linguistic theories and techniques realized by scientists and engineers have broken far beyond the scope and methods of linguists’ conventional research and application of language. However, linguists and writers have difficulty in understanding natural language at present. The connection between the two is exactly where we are trying to integrate in the future. The discovery and construction of symmetry is a striking feature of Chinese language activities. When you start with your own words, what the characters see is a symmetry. Chinese is a language that starts to think. Starting from the couplets at home, Chinese people begin to symmetrically cultivate their ears. Chinese antithetical couplets are a kind of norm and training of thinking, which need to find symmetry, however they tend to be ordinary and word games [3].

At present, some researches have been done on the symmetry method of feature input of the multimodal natural language library. Literature [4] proposed a multi-modal data feature extraction
and selection method based on deep learning. In order to solve the huge structural difference between different language modes in a multi-modal environment, the feature extraction method of deep learning is introduced and the idea of deep learning is applied to multi-modal feature extraction. Then, a multi-modal neural network is proposed. For each mode, there is a multi-layer sub-neural network with an independent structure corresponding to it which is used to transform the features in different modes into the same modal features. At the same time, through a network layer common to all modes above these sub-neural networks, a connection is established between these different modes and, finally, a plurality of heterogeneous modes are converted into the same mode and a plurality of various modes are extracted therefrom. And the features of different data patterns are fused. However, this method cannot effectively remove redundant information or even noise information in advance, resulting in a large error rate. Literature [5] proposed a text language classification algorithm based on feature library projection. Firstly, the characteristics of all training samples are constructed according to a certain weighting strategy and all the sample feature information is retained by the feature library. Then, through the projection function, the feature database of each classification is mapped to the projection sample according to the feature set of the sample to be classified. Classification and input are completed by calculating the similarity between the new sample and each classified projection sample. However, this algorithm has a problem of high time complexity.

Therefore, in this paper, a feature input symmetry algorithm for a multi-modal natural language library based on BP (back propagation) neural network is proposed to extract Chinese abstracts from images in multi-modal natural language library and disambiguate words or texts in the abstracts. Finally, the similarity of words or texts after disambiguation is calculated and the feature input symmetry of the multi-modal natural language library is analyzed.

The rest of the paper is structured as follows: The second part mainly introduces the material method, including the introduction of the image Chinese abstract generation method based on multi-modal neural network, the process of constructing a WSD (Word Sense Disambiguation) model using BP neural network, and the characteristic input symmetry analysis in a multi-modal natural language library. The third part is the experimental part which mainly tests the performance and effectiveness of the method. The fourth part discusses the nonlinear mapping ability, self-learning and self-adaptive ability of the method, and discusses the generalization ability that is not fully reflected in the method. This also needs to be strengthened in the next research. Part five summarizes the full text.

2. Material Method

2.1. Method of Generating a Chinese Abstract of Images Based on Multi-Modal Neural Network

Image captioning is a cross-disciplinary subject that integrates computer vision, natural language processing, and machine learning. As the key technology of multi-modal processing, it has achieved remarkable results in recent years. At present, most of the research focuses on the generation of English abstracts from images, however few focuses on the generation of Chinese abstracts. This paper proposes a method of generating Chinese abstracts from images based on multi-modal neural network.

Most of the existing abstraction generation models of images are based on the encoder–decoder architecture. The encoder encodes the image to obtain visual features, and the decoder decodes the visual features to generate sentences, thus completing the multi-mode conversion from image to text [6]. This paper makes full use of multi-modal information, extracts image features and text features at the same time in the encoding process, and fuses multi-modal features in the decoding process to model the abstract.

2.1.1. Model Framework

Figure 1 shows the framework of a generation model of multi-modal neural network abstract.
Encoder consists of two neural networks; one is the visual feature extraction network of a single label, the other is the keyword feature prediction network of a multi-label. Visual feature $V(I) \in \mathbb{R}^n$ is the hidden layer output of a single label classification network which depicts the deep visual features of images, focuses on visual information, and uses real vector coding. Keyword features $W(I) = [w_1, w_2, ..., w_m]$ and $0 \leq w_i \leq 1$ are the output layer results of a multi-label classification network, reflecting the probability of keywords appearing in abstracts, focusing on text information, and using probability vector coding. The decoder consists of a multi-modal abstract generation network which integrates single-label visual features and multi-label keyword features, and the output is a Chinese sentence abstract of the image. Encoder is based on the convolutional neural network to model feature and is based on short-term and long-term memory network, decoder model sequence, and [7]. Because the data set of the Chinese abstract is limited, the generalization of neural network is reduced by using cooperative training method, so the three neural networks are trained separately on different data sets. For large enough abstract datasets, collaborative training is the ideal choice [8].

2.1.2. Visual Feature Extraction Network of the Single Label

For image $I$ in multi-modal data set $C$, the visual feature extraction network $CNN_v(I)$ of the single label completes the feature mapping of $I \rightarrow V(I) \mathbb{R}^n$, in which the network input is image $I$ and the output is visual feature vector $V(I)$. Visual feature extraction network $CNN_v$ adopts GoogleNet Inception V3 structure. The visual feature extraction network of the single label uses the idea of migration learning. The network is trained on ImageNet, a large-scale single label classification data set, and is tested on Flickr8k-CN, an image Chinese abstract data set. Different from the training process, the visual feature vector $V(I)$ extracted during the testing process is the hidden layer feature of the neural network, which can reflect the overall information of the image modality [9]. For the original image $I$ in multi-modal data set $C$, firstly, the image is scaled and clipped to get three-channel RGB color image $I'$ with the larger size of $299 \times 299$. Then, the image $I'$ is processed by using the structure described in Table 1. The structure uses different Inception module groups to process the input matrix and splices the processing results of multiple module groups together. A highly structured feature is used to represent this. Finally, the whole feature of the image is obtained by aggregated features. Considering the difference between the single label classification task and the visual feature extraction task, we use Dropout regularization and normalization to improve the generalization ability of the model on the summary data [10]. Table 1 shows the setup of the single label’s visual feature extraction network:

![Figure 1. Framework for the summary generation model of multi-modal neural networks.](image-url)
2.1.4. Multi-Modal Abstract Generation Network

that may appear in the summary sentences. Different from the training process, the testing process predicts the key words model parameters and $\lambda$ form of Formula (2):

$$x_k = \text{down}(x_k^6)$$  \hspace{1cm} (2)

where $K_{kp}$ represents the number of k-th convolution kernel connected to the p groups of characteristic $x_p$ in conv5-3, $\oplus$ represents the convolution operation, $b_k^6 \in R$ represents the offset of the k-th group, and $f(\cdot)$ is the ReLu activation function. The global average pooling process can be described as the form of Formula (2):

$$x_k = \text{down}(x_k^6)$$  \hspace{1cm} (2)

In the formula, down(\cdot) uses down sampling to calculate the average values of each group.

The training process is carried out on the multi-modal image summary data set. The multi-classification labels are constructed with the results of the summary segmentation and the corresponding keywords are recorded as 1. For T keyword features and N training data $(I_i, L_i)$, where $i = \{1, \ldots, N\}$, $L_i = (l_1, l_2, \ldots, l_T)$, the loss function of the neural network can be expressed in the form of Formula (3):

$$\theta = - \frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{T} [l_{ij} \log p_{ij} + (1 - l_{ij}) \log (1 - p_{ij})] + \lambda_0 \|\theta\|_2^2$$  \hspace{1cm} (3)

In order to avoid over-fitting, the regularization term $\lambda_0 \|\theta\|_2^2$ is added, where $\theta$ represents the model parameters and $\lambda_0$ is the trade-off coefficient. $p$ represents the calculation parameters of the keyword characteristics. Different from the training process, the testing process predicts the key words that may appear in the summary sentences.

2.1.3. Keyword Feature Prediction Network of the Multi-Label

For image $I$ in multi-modal dataset $C$, the keyword feature prediction network $\text{CNN}_w(I)$ of the multi-label completes the feature mapping of $W(I)$, in which the network input is image $I$ and the output is keyword feature vector $W(I)$. Keyword feature is encoded by probability vector, which reflects the probability of several keywords in the abstract. The keyword prediction network of the multi-label has six modules. The first five groups are consistent with VGGNet. Each group contains two to three convolution layers and one maximum pooling layer. The sixth module selects 1024 convolution cores to get 1024 sets of convolution outputs.

For visual feature $V(I)$ and keyword feature $W(I)$, multi-modal abstract generates network $\text{RNN}(V(I))$, and $W(I)$ completes the mapping of $V(I)$ and $W(I) \rightarrow S(I)$, where $S(I)$ is the

### Table 1. Settings for a single label visual feature extraction network.

<table>
<thead>
<tr>
<th>Type</th>
<th>Network Settings</th>
<th>Input Dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td>Convolution</td>
<td>$3 \times 3$</td>
<td>$149 \times 149 \times 32$</td>
</tr>
<tr>
<td>Convolution</td>
<td>$3 \times 3$</td>
<td>$147 \times 147 \times 32$</td>
</tr>
<tr>
<td>Hwa</td>
<td>$3 \times 3$</td>
<td>$147 \times 147 \times 64$</td>
</tr>
<tr>
<td>Convolution</td>
<td>$3 \times 3$</td>
<td>$73 \times 73 \times 64$</td>
</tr>
<tr>
<td>Convolution</td>
<td>$3 \times 3$</td>
<td>$71 \times 71 \times 80$</td>
</tr>
<tr>
<td>Convolution</td>
<td>$3 \times 3$</td>
<td>$35 \times 35 \times 192$</td>
</tr>
<tr>
<td>Inception module group 3</td>
<td>3 Inception Modules</td>
<td>$35 \times 35 \times 288$</td>
</tr>
<tr>
<td>Inception module group 5</td>
<td>5 Inception Modules</td>
<td>$17 \times 17 \times 768$</td>
</tr>
<tr>
<td>Inception module group 2</td>
<td>3 Inception Modules</td>
<td>$8 \times 8 \times 1280$</td>
</tr>
<tr>
<td>Hwa</td>
<td>$8 \times 8$</td>
<td>$8 \times 8 \times 2048$</td>
</tr>
<tr>
<td>Dropout</td>
<td>Keep ratio is 0.8</td>
<td>$1 \times 1 \times 2048$</td>
</tr>
</tbody>
</table>
Chinese abstract of image I. In this paper, long-term and short-term memory network is used to model the abstract generation process. The calculation process of network at time $t$ is $h_t$ and $c_t = LSTM(x_{t-1}, h_{t-1}, c_{t-1})$, where $x_t \in R^d$ is the input of time $t$, $c_t \in R_d$ is the state, $h_t \in R_d$ is the hidden cell state, and $LSTM(\cdot)$ function is expressed as follows:

$$
\begin{align*}
\begin{aligned}
i_t &= \sigma(W_i x_t + U_i h_{t-1} + b_i) \\
c_t &= \tanh(W_c x_t + U_c h_{t-1} + b_c) \\
f_t &= \sigma(W_f x_t + U_f h_{t-1} + b_f) \\
c_t &= i_t \odot c_t + f_t \odot c_{t-1} \\
o_t &= \sigma(W_o x_t + U_o h_{t-1} + V_o c_t + b_o) \\
h_t &= o_t \odot \tanh(c_t)
\end{aligned}
\end{align*}
$$

where $i_t \in R_d$ is the input gate, $f_t \in R_d$ is the forgetting gate, $o_t \in R_d$ is the output gate, and $b$ and $\sigma$ represent the input state vector. According to the characteristics of long-term and short-term memory networks, four methods of abstract generation based on multi-modal neural networks are proposed, namely CNIC-X, CNIC-C, CNIC-H, and CNIC-HC. When $t > -1$, the word vector $s_t \in R_d$ in the abstract sentence is projected as the input of time $t$, namely $x_{t-1} = W_s s_t$. At $t = -1$, the multi-modal abstract generation network fuses the features and calculates the hidden states $h_0$ and $c_0$ at $t = 0$. Four multi-modal abstract generation methods are as follows:

a. CNIC-X adds visual information and keyword information as input $x_{-1}$ at time $t = -1$, where $W_v$ and $W_w$ are projection matrices:

$$
\begin{align*}
x_{-1} &= W_v V(I) + W_w W(I) \\
h_{0}, c_0 &= LSTM(x_{-1}, 0, 0)
\end{align*}
$$

b. CNIC-H takes visual information as input $x_{-1}$ of time $t = -1$ and initializes the hidden unit state $h_{-1}$ of time $t = -1$ with keyword information $W(I)$:

$$
\begin{align*}
x_{-1} &= W_v V(I) \\
h_{-1} &= W_w W(I) \\
h_{0}, c_0 &= LSTM(x_{-1}, h_{-1}, 0)
\end{align*}
$$

c. CNIC-C is similar to CNIC-H, keyword information $W(I)$ is used to initialize cell state $c_{-1}$ at time $t = -1$:

$$
\begin{align*}
x_{-1} &= W_v V(I) \\
c_{-1} &= W_w W(I) \\
h_{0}, c_0 &= LSTM(x_{-1}, 0, x_{-1})
\end{align*}
$$

d. CNIC-HC uses keyword information $W(I)$ to initialize the hidden state $h_{-1}$ and $c_{-1}$ at the time $t = -1$:

$$
\begin{align*}
x_{-1} &= W_v V(I) \\
h_{-1} &= W_w W(I) \\
c_{-1} &= W_{w2} W(I) \\
h_{0}, c_0 &= LSTM(x_{-1}, h_{-1}, c_{-1})
\end{align*}
$$

The output $o_t$ at time $t$ is used as the probability estimate of $p(s_t | s_0, ..., s_{t-1}, W(I), V(I))$ in the multi-modal summary generation network. The training objective is to maximize the likelihood function $J(\theta)$ and estimate the model parameter $\theta$:

$$
J(\theta) = \sum_{i=1}^{N} \sum_{t=0}^{n_i} \log(s_t | s_0, ..., s_{t-1}, W(I), V(I))
$$
In the training process, the real value \( s_i \) is used to estimate \( p_{i+1} \). Considering the difference between the training process and the testing process, the column search algorithm is used to maintain TopK abstract candidates and the candidate with the greatest probability is used as the output of the optimal solution [12–14].

2.2. Building WSD Model Using BP Neural Network.

After extracting Chinese abstracts from images in multi-modal natural language libraries based on Section 2.1, it is necessary to disambiguate words in multi-modal natural language libraries before identifying the similarity between words or texts. Therefore, this section uses BP neural network to construct a WSD model, which is mainly used for word or text disambiguation in Chinese abstracts of images in multi-modal natural language libraries.

For the BP neural network model, how to determine the topological structure of the neural network is very important to the application effect of the neural network [15].

2.2.1. How to Quantify Parameters.

WSD relies on the context content of the disambiguated word in the multi-modal natural language library to determine its meaning. Therefore, the input vector in the model should be the disambiguated word and its context content [16]. In this experiment, the mutual information of each sense item and its context word is calculated as the input vector. The MI (Mutual Information) calculation formula is as follows:

\[
MI(w_1, w_2) = \log \frac{P(w_1, w_2)}{P(w_1)P(w_2)}
\]

In the formula, \( P(w_1) \) and \( P(w_2) \) denote the probability of \( w_1 \) and \( w_1 \) appearing alone in multi-modal natural language libraries, and \( P(w_1, w_2) \) denotes the probability of the co-occurrence of \( w_1 \) and \( w_2 \).

2.2.2. Pretreatment Before the Experiment.

Before the experiment, multiple meanings of the words to be disambiguated in the multi-modal natural language library are used to replace the words.

\[
setW_p = W_1/W_2/.../W_i
\]

where \( W_p \) represents the disambiguation word in the multi-modal natural language library, and \( W_i \) is the \( i \)-th meaning of the word to be disambiguated. Therefore, it is represented by the \( i \)-th meaning of the disambiguation words in the multi-modal natural language library. In experiments, the meaning of polysemous words in each sentence is required in a multi-modal natural language library.

2.2.3. Determining the Word Input Vector.

According to statistics, it is found that most polysemous words in Chinese have two to four meanings, while in polysemous words, the most polysemous words are verbs, with an average of 2.56 meanings per verb.

Therefore, according to the statistical results, in the construction model, three meanings of common polysemous words are selected to construct their vector features [17,18]. In repeated experiments, the number of words in context is determined. By calculating the contextual location information gain (i.e., the influence of the context words to be disambiguated on the polysemous words), five words before and after the disambiguation words, namely \((-M+N)M = N = 5\), are selected.
In the model, the determined word input vector is:

\[ V_{\text{input}} = \{ M_{11}, M_{12}, ..., M_{1i}, M_{1i}', M_{12}', \]
\[ ..., M_{1j}', M_{121}, M_{122}, ..., M_{12i}, M_{12i}', \]
\[ M_{122}', ..., M_{12j}', M_{131}, M_{132}, ..., M_{13i}, \]
\[ M_{131}', M_{132}', ..., M_{13j}' \] (12)

In the Formula (12), \( i = j = 5 \). \( M_{1m} \) denotes the mutual information between the mth sense item with disambiguation and the ith word above in the multi-modal natural language library; \( M_{1m}' \) denotes the mutual information between the mth sense item with disambiguation and the jth word below in the multi-modal natural language library.

2.2.4. Determining the Word Output Vector.

For each word to be disambiguated in a multi-modal natural language library, a model is trained. The average meanings of polysemous words are two to three. Therefore, the average meanings of each word to be disambiguated in the experiment are two to three. In the experiment, three meanings of each word to be disambiguated are selected to form an output vector, namely, the three nodes defined in the output are respectively:

\[ S_1 = -1; \quad S_2 = 0; \quad S_3 = 1 \] (13)

2.2.5. Determining the Number of Nodes in the Hidden Layer.

The number of nodes in the hidden layer is relatively flexible. In the experiment, the enumeration method is used to determine the optimal experimental results of 15 nodes [19]. Generally speaking, the number of nodes in the hidden layer is larger, which can reduce the number of iterations and improve the accuracy of the model. However, it is not the more nodes the better, but rather, it is the more complex the reasons are [20].

2.2.6. The Process of Training Models.

In the process of training, the multi-modal natural language database is used for training. Because this method is directed disambiguation, the selected corpus needs to be labeled manually [21–24]. At the same time, for each meaning of each polysemous word, the same number of examples should be chosen for learning. In the neural network, there is a balance problem. If there are more examples of one sense than others, it is likely that the model will focus on this sense in recognition. For example, for a polysemous word \( W(w_1, w_2, w_3) \), there are 20 example sentences about \( w_1 \), 30 example sentences about \( w_2 \), and 50 example sentences about \( w_3 \). In the process of training corpus, we must choose the same example sentences to train, that is, 20 sentences of each choice to train, in order to prevent the inconsistency between meanings leading to the instability of the model [25].

2.3. Feature Input Symmetry Analysis in the Multi-Modal Natural Language Library

The symmetry of sentences is mainly judged by similarity. After disambiguating words or texts in multi-modal natural language libraries in Section 2.2, this paper analyzes the feature input symmetry in multi-modal natural language libraries based on similarity. According to the idea of blending semantic features into other features, this paper puts forward the calculation of similar words and puts emphasis on the calculation of similarity of component relations. Considering the morphology, word order, length, semantics, and component relations of sentences, it is hoped that the similarity of sentences in multi-modal natural language libraries can be measured more accurately [26].
2.3.1. Similar Words.

This refers to a pair of words of which their similarity reaches a certain threshold, for example, the threshold is set to 0.9 (the similarity range of words is (0, 1), including the same words and synonyms. In this paper, the word similarity calculation is based on the word similarity calculation method of CNKI (China National Knowledge Infrastructure) [27–29]. By putting forward the concept of similar words, we can avoid adding synonyms manually, avoid adding additional synonym dictionaries, and recognize synonyms automatically, so as to improve the similarity between sentences.

2.3.2. Improving Word Similarity.

Based on the concept of similar words, we can improve the calculation method of morphological similarity, replacing the number of the same words with the number of similar words, so as to improve the morphological similarity of sentences in line with the actual needs. The formula for calculating the similarity of the improved sentence $A, B$ is as follows:

$$WordSim(A, B) = 2 \times \frac{SimWord(A, B)}{Len(A) + Len(B)}$$

where $SimWord(A, B)$ is the number of similar words contained in $A, B$, and $Len(A)$ and $Len(B)$ are the number of words in sentence $A, B$.

2.3.3. Improving Word Order Similarity.

Similarly, when calculating word order similarity, this paper uses word order similarity of similar words to replace word order similarity of the same words, so as to improve the word order similarity of sentences [30].

2.3.4. Similarity of Component Relations.

This paper uses the open Chinese natural language processing system developed by Harbin Institute of Technology Social Computing and Information Retrieval Research Center to analyze language data.

After parsing, we can get the information of each component of a sentence. In this paper, we only use the five major component relations in a sentence: subject-predicate, verb-object, fixed-middle, adverbial-middle, and verb-complement. The number of occurrences of these five component relations in a sentence constitutes a vector, which is called component relation vector. Then, the cosine formula is used to calculate the cosine values of the component relation vectors of the two sentences and the similarity of the component relation between the two sentences is obtained [31].

For example: sentence $A$: “mobile bank supports those bank accounts?” Sentence $B$: “which bank accounts can use mobile banking services?” After parsing of $A, B$, we can get $A4$ component relational vectors of $A, B$: $[1, 1, 3, 1, 0]$ and $[1, 1, 4, 1, 0]$, respectively. The cosine similarity of $A$ and $B$ component relational vectors is calculated according to the cosine formula, as follows:

$$compSim(A, B) = \frac{\sum_{i=1}^{n} A \times B}{\sqrt{\sum_{i=1}^{n} (A)^2} + \sqrt{\sum_{i=1}^{n} (B)^2}}$$

(15)

The similarity of the component relationship between $A$ and $B$ is 0.993 when vector $A, B$ is replaced by the upper form.
2.3.5. Improving Sentence Similarity.

The calculation formula of sentence similarity based on a multi-feature mixture is as follows:

\[
SentSim(A, B) = \alpha \ast WordSim(A, B) + \beta \ast SentLenSim(A, B) + \gamma \ast WordOrderSim(A, B) + \lambda \ast SemSim(A, B) + \eta \ast CompSim(A, B)
\]  

(16)

Among them, \(\alpha, \beta, \gamma, \lambda, \eta\) is the weight coefficient of each feature similarity and it satisfies \(\alpha + \beta + \gamma + \lambda + \eta = 1\).

2.3.6. Algorithm Description.

Input: sentence \(A, B\) to be calculated similarity.
Output: similarity between sentences \(A\) and \(B\);

Step 1: separate the sentences \(A\) and \(B\) separately.
Step 2: remove the stop words from the participle results and extract the keywords of the sentences.
Step 3: calculate the pairs of similar words in sentences \(A\) and \(B\).
Step 4: syntactic analysis of sentence \(A\) and \(B\) to get component relation vector;
Step 5: The morphological similarity, sentence length similarity, word order similarity, semantic similarity, and component relationship similarity of sentences \(A\) and \(B\) are calculated respectively by using the obtained similarity word pairs and component relation vectors.
Step 6: Compute the sentence similarity of sentences \(A\) and \(B\) according to the improved sentence similarity formula and output the results.

3. Results

3.1. The Effectiveness of the Algorithm in this Paper

(1) Initialization, find out \(M\) sentences containing \(W\) in a large multi-modal natural language library;
(2) For each sentence containing disambiguated words, mutual information is calculated and input into the BP model, error between the output value and expected value is calculated, and weight is adjusted.
(3) When the error is close to 0, the model is completed; otherwise, it will return to (2).
(4) Test the unknown text, input the mutual information in its context, and export its meaning.

Using the proposed algorithm, the training data of the word meaning is predicted, as shown in Table 2. Hownet is used to train polysemous words by using people’s daily corpus.

From Table 2, it can be found that for polysemous words with less than three meanings, such as “gu”, there are only two meanings \(S1\) and \(S2\) in Hownet; three meanings are still selected, and only the third meaning is complemented by 0, so as to achieve the consistency of the model; for polysemous words with more than three meanings, such as “performance” in Hownet, we have four meanings. We choose the three most frequent items which are related to the specific corpus. It can be seen from the table that the input is actually a sparse matrix and for a context, it only biases towards a certain meaning. Figure 2 depicts the comparison between the predicted and actual values of the algorithm proposed in this paper.

As shown in Figure 2, the predicted value of the proposed algorithm is basically consistent with the actual value. The maximum predicted value of the proposed algorithm is 0.9, the actual value is 0.99, and the error is only \(0.99 - 0.9 = 0.09\). This shows that the proposed algorithm can effectively analyze the feature input symmetry of multi-modal natural language libraries.
Table 2. Raw data training table.

<table>
<thead>
<tr>
<th>Discretion Words</th>
<th>Material</th>
<th>Guk</th>
<th>Performance</th>
<th>Lottery</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>M11</td>
<td>0</td>
<td>−0.4451</td>
<td>−0.6979</td>
</tr>
<tr>
<td></td>
<td>M12</td>
<td>0</td>
<td>−0.1988</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>M13</td>
<td>0</td>
<td>−0.0153</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>M14</td>
<td>−0.5252</td>
<td>−0.7468</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>M15</td>
<td>−0.3028</td>
<td>−1.2722</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>M14'</td>
<td>0</td>
<td>−0.1988</td>
<td>−0.2523</td>
</tr>
<tr>
<td></td>
<td>M15'</td>
<td>0</td>
<td>−1.8462</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>M11'</td>
<td>−0.13093</td>
<td>−1.8318</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>M12'</td>
<td>−1.6658</td>
<td>−0.2685</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>M23</td>
<td>0</td>
<td>−1.1987</td>
<td>−0.7948</td>
</tr>
<tr>
<td></td>
<td>M24</td>
<td>0</td>
<td>−0.6038</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>M25</td>
<td>0</td>
<td>−0.8462</td>
<td>−1.9318</td>
</tr>
<tr>
<td></td>
<td>M21'</td>
<td>0</td>
<td>−0.9318</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>M22'</td>
<td>−1.9871</td>
<td>−0.466</td>
<td>−1.0196</td>
</tr>
<tr>
<td></td>
<td>M23'</td>
<td>0</td>
<td>−1.4186</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>M24'</td>
<td>0</td>
<td>0.5028</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>M25'</td>
<td>0</td>
<td>−0.5678</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 2. Comparison of the predicted and actual values of this algorithm.
3.2. Algorithm Performance Analysis

It can be seen from experiment 3.1 that the proposed algorithm can effectively analyze the symmetry of words in multi-modal natural language libraries. In order to verify the performance advantages of the proposed algorithm, the simulation experiments are carried out by using the proposed algorithm, the knowledge retrieval algorithm based on natural language processing, and a speech-to-word conversion efficient decoding algorithm based on the language model.

3.2.1. Comparison of Error Rates

Figure 3 shows the error rate of the input symmetry analysis results of the multi-modal natural language library of three different algorithms when the number of words analyzed is 40.

![Figure 3. Comparison of error rates for symmetric analysis of three algorithms.](image)

Analysis of Figure 3 shows that with the increase of the number of words to be analyzed in the multi-modal natural language library, when the number of words is 40, the maximum error rate of this algorithm is 7% for feature input symmetry analysis of the multi-modal natural language library; the knowledge retrieval algorithm based on natural language processing is used to analyze feature input symmetry of the multi-modal natural language library, and the maximum error rate is 20%. An efficient speech-to-word decoding algorithm based on the language model has a maximum error rate of 17% for feature input symmetry analysis of multi-modal natural language libraries. From this, we can see that the proposed algorithm has the least analysis error and the advantage of high accuracy.

3.2.2. Efficiency Comparison Results

Figure 4 shows the speed growth rate comparison results of the characteristic input symmetry analysis of the multi-modal natural language library of three different algorithms when the number of words analyzed is eight.

Analyzing Figure 4, we can see that the speed growth rate of the proposed algorithms is higher than that of the other two. With the increase of the number of experiments, the speed growth rate of the feature input symmetry analysis of the multi-modal natural language library is as high as 50% after the fifth experiment. The speed of feature input symmetry analysis for multi-modal natural language libraries based on knowledge retrieval of natural language processing increases by 20%, and the speed of feature input symmetry analysis for multi-modal natural language libraries by an efficient decoding
algorithm based on the language model increases by 20%. From this, we can see that the speed of this algorithm analysis is increasing rapidly.

Figure 4. Comparison results of symmetric analysis speed growth rate of three algorithms.

The analysis time of the three algorithms in the above experiments is described in Tables 3–5.

Table 3. Time consuming analysis of the knowledge retrieval algorithm based on natural language processing/s.

<table>
<thead>
<tr>
<th>Number of Experiments/Order</th>
<th>Number of Analytical Words/Number</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>Mean Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>168</td>
<td>168</td>
<td>167.5</td>
<td>167.4</td>
<td>167.725</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>336</td>
<td>336</td>
<td>335</td>
<td>334.8</td>
<td>335.45</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>504</td>
<td>504</td>
<td>502.5</td>
<td>502.2</td>
<td>503.175</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>672</td>
<td>672</td>
<td>670</td>
<td>669.6</td>
<td>670.9</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>840</td>
<td>840</td>
<td>837.5</td>
<td>837</td>
<td>838.625</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>1008</td>
<td>1008</td>
<td>1005</td>
<td>1004.4</td>
<td>1006.35</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>1176</td>
<td>1176</td>
<td>1172.5</td>
<td>1171.8</td>
<td>1174.075</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>1344</td>
<td>1344</td>
<td>1340</td>
<td>1339.2</td>
<td>1341.8</td>
<td></td>
</tr>
<tr>
<td>Mean value</td>
<td>756</td>
<td>756</td>
<td>753.75</td>
<td>753.3</td>
<td>754.76</td>
<td></td>
</tr>
</tbody>
</table>

Table 4. Time consuming analysis of this paper/s.

<table>
<thead>
<tr>
<th>Number of Experiments/Times</th>
<th>Number of Analytical Words/Number</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>Mean Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>120</td>
<td>120</td>
<td>120</td>
<td>120.5</td>
<td>120.13</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>240</td>
<td>240</td>
<td>240</td>
<td>241</td>
<td>240.25</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>360</td>
<td>360</td>
<td>360</td>
<td>361.5</td>
<td>360.13</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>480</td>
<td>480</td>
<td>480</td>
<td>482</td>
<td>480.5</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>600</td>
<td>600</td>
<td>600</td>
<td>602.5</td>
<td>600.63</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>720</td>
<td>720</td>
<td>720</td>
<td>723</td>
<td>720.75</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>840</td>
<td>840</td>
<td>840</td>
<td>843.5</td>
<td>840.88</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>960</td>
<td>960</td>
<td>960</td>
<td>964</td>
<td>961</td>
<td></td>
</tr>
<tr>
<td>Mean value</td>
<td>540</td>
<td>540</td>
<td>540</td>
<td>542.25</td>
<td>540.56</td>
<td></td>
</tr>
</tbody>
</table>
Table 5. Time consuming analysis of a speech conversion algorithm based on language model/s.

<table>
<thead>
<tr>
<th>Number of Experiments/Times</th>
<th>Number of Analytical Words/Number</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10</td>
</tr>
<tr>
<td>1</td>
<td>144</td>
</tr>
<tr>
<td>2</td>
<td>288</td>
</tr>
<tr>
<td>3</td>
<td>432</td>
</tr>
<tr>
<td>4</td>
<td>576</td>
</tr>
<tr>
<td>5</td>
<td>720</td>
</tr>
<tr>
<td>6</td>
<td>864</td>
</tr>
<tr>
<td>7</td>
<td>1008</td>
</tr>
<tr>
<td>8</td>
<td>1152</td>
</tr>
<tr>
<td>Mean value</td>
<td>648</td>
</tr>
</tbody>
</table>

From Table 3, Table 4, and Table 5, it can be seen that the average analysis time of the knowledge retrieval algorithm based on natural language processing is 754.76 s, the average analysis time of the proposed algorithm is 540.56 s, and the efficient decoding of a speech-to-character conversion based on the language model is 754.76 s. The average analysis time of an efficient speech-to-word conversion decoding algorithm based on the language model is 680.94 s. Compared with the other two algorithms, the average analysis time of the proposed algorithm is the lowest when analyzing the symmetry of feature input in the multi-modal natural language library. This algorithm has the advantage of high analysis efficiency.

4. Discussion

(1) Nonlinear mapping capability: The BP neural network used in this paper essentially implements the mapping function from multi-modal natural language library features from input to output. Mathematical theory proves that the three-layer neural network can approximate any nonlinear continuous function with arbitrary precision, which makes it especially suitable for solving complex internal mechanism problems. That is to say that the BP neural network is more suitable for analyzing this paper than other models. and can meet the requirements of input symmetry of natural language database.

(2) Self-learning and adaptive ability: the BP neural network can automatically extract the “reasonable rules” between output data by learning and adaptively memorize the learning content in network weights. That is to say that the BP neural network has strong self-learning and self-adaptive ability, which makes the proposed method more than the multi-modal data feature extraction and selection method based on deep learning and the text classification algorithm based on feature library projection. It can effectively cope with the symmetry of different words, making the final analysis result more accurate.

(3) Generalization ability: When designing the pattern classifier, the so-called generalization ability refers to whether the system can accurately classify and output the unknown mode or the noisy pollution mode after training. The goal of this part is this paper. This is also the focus of the next study.

5. Conclusions

Targeting the problem that the eigenvalue symmetry analysis of the existing methods have high error rates and long analysis times, this paper proposes a multi-modal natural language library feature input symmetric analysis algorithm based on the BP neural network. The image Chinese abstract generation method based on the multi-mode neural network is used to make full use of multi-mode information, extract image and text features in the encoding process, and integrates multi-mode features to model the abstract in the decoding process. The WSD model constructed by the neural network is mainly used for the disambiguation of the Chinese abstract of the image in the multi-modal natural language library. Finally, based on the similarity between words and texts, the eigenvalue
symmetry in the multimodal natural language libraries is analyzed. Through the analysis of the experimental data, it can be seen that the algorithm can effectively analyze the input symmetry of the multi-modal natural language library. After many experiments, the maximum error rate of the multimodal natural language library input symmetry analysis is 7% and the average analysis time is 540.56 s, which indicates that the algorithm not only has small analysis error, however it also has fast analysis efficiency and satisfactory results. The experimental results show that the method has more practical application value.
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