QoS Enabled Layered Based Clustering for Reactive Flooding in the Internet of Things
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Abstract: The Internet of Things has gained substantial attention over the last few years, because of connecting daily things in a wide range of application and domains. A large number of sensors require bandwidth and network resources to give-and-take queries among a heterogeneous IoT network. Network flooding is a key questioning strategy for successful exchange of queries. However, the risk of the original flooding is prone to unwanted and redundant network queries which may lead to heavy network traffic. Redundant, unwanted, and flooded queries are major causes of inefficient utilization of resources. IoT devices consume more energy and high computational time. More queries leads to consumption of more bandwidth, cost, and miserable QoS. Current existing approaches focused primarily on how to speed up the basic routing for IoT devices. However, solutions for flooding are not being addressed. In this paper, we propose a cluster-based flooding (CBF) as an interoperable solution for network and sensor layer devices which is also capable minimizing the energy consumption, cost, network flooding, identifying, and eliminating of redundant flooding queries using query control mechanisms. The proposed CBF divides the network into different clusters, local queries for information are proactively maintained by the intralayer cluster (IALC), while the interlayer cluster (IELC) is responsible for reactively obtain the routing queries to the destinations outside the cluster. CBF is a hybrid approach, having the potential to be more efficient against traditional schemes in term of query traffic generation. However, in the absence of appropriate redundant query detection and termination techniques, the CBF may generate more control traffic compared to the standard flooding techniques. In this research work, we used Cooja simulator to evaluate the performance of the proposed CBF. According to the simulation results the proposed technique has superiority in term of traffic delay, QoS/throughput, and energy consumption, under various performance metrics compared with traditional flooding and state of the art.

Keywords: QoS; redundant query; Internet of things; network flooding; energy efficiency

1. Introduction

The Internet of Things (IoT) has become quite famous in the recent years. Many of our daily routine devices are getting connected with us, covering many capabilities like sensing, autonomy, and contextual awareness [1]. The IoT results from Internet progress and the innovative evolution of smart devices has led to the development of the new computing prototype. IoT is the next
revolutionary technology in converting the present communication infrastructure into a completely future network [2]. IoT is expected to contain very large numbers of sensors collecting and passing on data on environmental conditions, physiological measurements, machine operational data, etc. IoT provides an integration of various sensors and objects that can communicate directly with one another without human intervention [3,4].

The primary purpose of the IoT is to allow a secure data exchange between the real world devices and applications [5]. IoT is, therefore, based upon the integration of several communication solutions, identification and tracking technologies, sensor and actuator networks, and distributed smart objects [6]. These objects/devices are connected to each other and share the same network for communicating with each other. These devices are connected with the sensor to detect the particular surrounding conditions and analyze the situation and work accordingly. IoT devices are also programmed to make decisions automatically or inform [7], according to the user, so that the user can make the best decision. This interconnected network can bring a great deal of advancement in the technology of applications and services which can bring economic benefit to global business development. Many devices are connected to the Internet to share the local information in cyberspace.

Moreover, IoT promises a smart environment that would offer immense savings of time, energy, good quality of service (QoS), and less delay and resources [8]. Dynamic resource scheduling for heterogeneous workloads in IoT is critical for ensuring QoS, level of energy consumptions on each mote, and the traffic delay during data transmission [9]. Energy consumptions, QoS, and delay are the major challenging requirements for IoT networks since data transmission in the IoT network is based on priority [10]. Additionally, it is a known fact that IoT has the potential for a wide range of applications relating to agriculture, transportation, health, education, supply chain, farming, plant disease diagnosis, poultry, irrigation, and pest control [11] and each application requires a large number of sensors to connect and communicate with each other, which may reduce the QoS of the network due to inefficient resource utilization, traffic delay due to redundant messages/queries because each device has direct access to cloud resources, and energy consumption [12,13], as illustrated in Figure 1.

![Figure 1. Layer-based system model with different motes communicating redundantly in IoT.](image-url)
Figure 1 shows the system model with different sensor motes communicating with each other between the physical (sensor) and network layers of IoT. From the figure it can be seen that redundant messages, unwanted queries and network flooding are the major causes of inefficient utilization of resources, thus making IoT devices consume more energy and high computational time (i.e., delay in data transmission), which, in turn, affects the network QoS [14]. Moreover, solving these issues in IoT networks is demanding due to the constraint nature of the devices with limited energy. Presently, to the best of our knowledge, no mechanisms for identification of redundant queries have been developed in this domain.

Following are the contributions of this paper: We examine several approaches for tackling unwanted and redundant communication in the IoT network to enable us to understand the sequence of actions that take place when the flooding are happening and propose the cluster-based flooding (CBF) technique. The proposed technique is an interoperable solution both for physical layer and network layer devices. CBF divides the network into different clusters, local queries are proactively maintained by the intralayer clustering (IALC), while interlayer clustering (IELC) is responsible for reactively obtaining the routing queries to the destinations outside the cluster. CBF is a hybrid approach, having the potential to be more efficient against traditional schemes in terms of query traffic generation. However, in the absence of appropriate redundant query detection and termination techniques, the CBF may generate more control traffic compared to standard flooding techniques. Interlayer clustering (IELC), composed of an advance query detection and termination technique (QCM), uses link signal strength and a query limit value for detecting flooding and it is capable of minimizing the energy consumption, network flooding, identifying, and eliminating unwanted and redundant flooded queries in IoT networks. A QoS-enabled QCM model is developed and the results of the simulation show the superior performance against state of the art approaches in term of traffic delay, QoS throughput, and energy consumption, under various performance metrics compared with traditional flooding and is state of the art. In order to determine real understanding of flooding in IoT networks we provide modeling of the redundant queries which leads to flooding in Figure 2.

![Cluster-based flooding in IoT network](image_url)

**Figure 2.** Flooding as a result of redundant queries.
Following is the organized remaining of the paper: Some state-of-the-art related works are outlined in Section 2 on quality of service, energy consumption, searching, flooding, and redundant queries in IoT networks. The network model and problem solution are mainly defined in Sections 3 and 4. Moreover, Section 4 also explains a cluster-based flooding strategy and their principles in detail. In Section 5, we design the algorithm for our CBF strategy. Section 6 provides the experimental results and compares our strategy with the state-of-the-art strategy. Finally, in Section 7 we conclude the paper.

2. Related Works

To address flooding in IoT networks, various defense techniques have been designed and developed. Safeguarding the IoT networks from redundant and unwanted flooding has been studied broadly and is not a new problem. As mentioned, DoS attacks flood the network, and may lead to increases in network queries. It also raises network resource utilization, and degrades QoS, along the communication link [15]. In a variety of domains, flooding attacks have been probed, such as a hybrid energy-aware clustered protocol for IoT heterogeneous networks using Hy-IoT proposed by [16]. Hy-IoT provides a real-world cyber IoT architecture based on clusters in managing the heterogeneous IoT network. It also provides an efficient manner of selecting cluster heads which boosts the utilization of the motes energy contents and consequently increases the network life time, as well as the packet transmission rate to the base station. Scalability issues in both the population of motes and the network density towards integrating IoT and SDN controllers is a major challenge in this approach. Ref. [17] proposed an adaptive meta-heuristic search for redundancy in IoT networks using the AntClust technique. This approach reduces the cost of the sensor search process and provides an adaptive strategy to maintain the performance of IoT devices against dynamicity in the IoT environment. However, the performance of this approach is only limited to accuracy and no real-time implementation scenario is provided. Ref. [18] used process querying techniques to develop an enabling business intelligence for resource-constrained devices. This approach guides development for process querying methods and specifies a formal instruction to manage the given repository. The lack of good QoS is the major challenge in this approach.

Reference [19] proposed a scalability mechanism for IoT devices. Since scalability has become an important aspect that needs to be considered in any IoT system, the proposed mechanism enables IoT devices to be adaptable to environmental change. The approach lacks QoS and no mechanism to detect redundant queries is provided. Additionally, a three-level framework for IoT redundancy control was proposed by [20]. The framework uses an explicit spatio-temporal data model to control service redundancy at three scales: macro, meso, and micro scales, respectively, in IoT networks. However, many other fundamental components, such as the functional architecture, the algorithms of redundancy data generation and their complexity, as well as the proactive redundancy control scheme of the framework are not be presented. Ref. [21] used a divide-and-conquer (DnC) method to develop an approach for improving energy efficiency in QoS-constrained WSNs (wireless sensor networks). The core idea behind the DnC method is to control the QoS parameters while providing adequate network lifetime. However, there is a need for a real testbed to evaluate the proposed approach in a more realistic manner. Moreover, the overhead of hierarchical MAPE adaptation architecture also needs to be analyzed.

Reference [9] proposed an end-to-end (E2E) QoS specification and monitoring scheme for IoT networks. The authors used service-level agreements (SLA) to determine the specific flooding problems in various IoT devices, such as smart environments, smart cities, smart metering, smart water, smart farming, smart agriculture, industrial control, retail, logistics, domestic, home automation, and e-Health. SLA lacks unified/standard methods for collecting the required metrics across layers and from multiple providers for E2E. Similarly, Ref. [2] proposed a QoS-aware resource scheduling for IoT using “Load Balanced Particle Swarm Optimization”. The essence of this approach is to reduce application response time and ensures load balancing and provides a minimum response time in an IoT-cloud platform. However, the technique needs to extended to support multiple levels of QoS in IoT networks.
Reference [22] proposed a node-level energy efficiency protocol for IoT devices to improve the energy efficiency in an IoT network. The proposed algorithm uses transmission count makes the decision for finding the shortest hop count. However, the approach does not explore other metrics of QoS. Ref. [23] proposed a QoS architecture for IoT and cloud computing platforms to enable public/users to have easy access over diversified smart applications and services distributed in the cloud with one IoT-enabled Intelligent Smart Card (ISC) through mobile devices with assured quality of service. The architecture lacks the following metrics of traffic filtering, queue scheduling, congestion management, load balancing, E2E delay management for real-time service, and resource allocation across multiple networks. In addition, modeling QoS in IoT applications was proposed by [24]. The model used a push-out buffer management scheme and preemptive resume (PR) service priority to analyze a finite capacity queue in an IoT network to evaluate the performance of smart devices under varying traffic conditions to ensure preferential treatment of highest priority delay-sensitive data. Long processing time and delays in exchanging information with other devices are major drawbacks in the model. Ref. [25] discussed network architecture and QoS issues in the IoT for a smart city. The authors focused on the communications and networking aspect of the IoT. They identified and proposed a variety of network architectures for smart city applications, and also define their corresponding performance metrics in order to maintain QoS guarantees. However, hardware failure leads to issues of fault tolerance. Ref. [26] proposed a discrete component circuit implementation model together with its computational simulations using Bouali’s system. It is an endogenous nonlinear and inseparable cycle that is electronically implemented in circuits. Additionally, a novel countermeasure technique for detecting and curing reactive jamming attacks in IoT networks was proposed in [3]. The proposed technique is called the countermeasure detection and consistency algorithm (CDCA), which is based on threshold values and assumptions to fight reactive jamming attacks.

In accordance with the snags, observed from the current available methods, a QoS-enabled CBF solution is proposed for flooding attacks in IoT networks. The proposed technique is an interoperable solution both for physical layer and network layer devices. CBF divides the whole network into different clusters; local query information is proactively maintained by the IALC, while IELC is responsible for reactively obtaining the routing queries to destinations outside the cluster. CBF is a hybrid approach, having the potential to be more efficient against traditional schemes in terms of query traffic generation. However, in the absence of appropriate redundant query detection and termination techniques, the CBF may generate more control traffic compared to standard flooding techniques. Interlayer clustering (IELC) is composed of advanced query detection and termination techniques (QCM) that link signal strength and QueryLimitThreshold (QLT) values for detecting flooding and it is capable of minimizing the energy consumption, network flooding, and identifying and eliminating unwanted and redundant routing queries in IoT networks. During flooding attacks this technique is accountable for checking mote locality and query detection strength in an IoT network. The strength of query detection is observed for verifying, any variation concerning the signal strength of query packet, and the QLT. The position stability of the mote is based on the location information of the legitimate mote neighbors with its fixed QLT, and observed continuously at different intervals of time.

3. Modeling and Strategy

This section delivers a model for flooding in an IoT network. It elaborates the exchange of query messages in the network between the different motes during interaction, and also indicates the amount of query streams and available motes [11,20]. Furthermore, modeling of the system describes a prime knowledge of the mote functionalities and the flow of queries among end-users and motes [27,28]. Figure 3 illustrates the system model of a sender/sink mote, flooder/redundant mote, and the destination mote. Flooding is solely possible once the flooder mote is physically found between or nearby the target receiver and transmitter motes. When the geometric shape of the system is in such a state, that destination receives the flooder’s transmitted signal before it ends transferring or moves
on to a new link. Equation (1) represents the different controlled distances $D_3$ and $D_2$ and signifies the fraction of every mote interval that is essential to remain not flooded for successful communications:

$$D_2 + D_3 \leq (\lambda X_t - X_f) c + D_1$$

where mote duration is denoted by $X_s$, i.e., the total number of legitimate motes in the network, $\lambda$ denotes the variable allocated to the legitimate motes and it varies between 1 and 10, processing time of the flooder is $X_f$, i.e., the time taken by the flooding motes to attack the network. $D_1$, $D_2$, and $D_3$ denote the distances between the motes, and $c$ stands for the speed of light, as shown in Figure 3. The flooding mote constantly observes the communication medium, and if a query packet transmission is identified, then straightaway communicates a radio signal for the purpose to induce receiver-side collision [29,30]. The flooder is capable of sending just sufficient energy to debase the received bits of query messages and further leads to failure of cyclic redundancy codes (CRC) checks. Usually, a flooding attack ensures the following criteria: massive efficiency of energy (i.e., low power consumption), small possibility to detect (rather near to 0), attain excessive levels of DoS (i.e., disrupt communications to the desired (or maximum possible) extent) and be resistant to PHY layer anti-flooding techniques (i.e., do not allow signal processing techniques to overcome the attack). Commonly, the criteria of interest are based on the flooding scenario [19,31]. Alternatively, the flooding scenario dictates the appropriate settings for usage [32], such as energy efficacy, will be the prime goal of the malicious motes, because of their small energy resources. According to the aforementioned criterion, a flooder mote tends to maintain the effectiveness in all cases. As such, the flooder mote may adopt some techniques which are stable with MAC layer behaviors to preserve a low possibility of detection.

$\text{Sink / Sender Node}$ $\overset{D_2}{\rightarrow}$ $\text{Redundant / Flooder Node}$ $\overset{D_1}{\leftarrow}$ $\text{Destination / Reciever Node}$

Figure 3. Sink mote, destination mote, and redundant mote system model.

4. Proposed CBF for IoT

Dividing the whole network into different routing clusters is the core idea of CBF. Intralayer clustering (IALC) is responsible for proactive maintenance, with the help of route query exchange and update query packets. The MDP-level MAC initiates route updates, which further updates IALC in the case of broken or established links among the directly-connected neighbor mote, and neighbor-mote is defined as the one which is directly connected and shares a communication link and, thus, is one mote away. The MDP-level (MAC) media access control protocol is responsible for the mote’s neighbor’s identification, while interlayer clustering (IELC) is responsible to reactivity transfer route query packets to motes that reside outside of the mote’s cluster via query-reply packets. IELC uses a broadcast delivery service to send the routing queries to its border or peripheral motes. IELC maintains updated route clustering information of peripheral motes using IALC tables; this information is
further used to determine that either the query for destination mote refers to their cluster based on QueryLimitThreshold (QLT). QLT assists in regulating the maximum sending ability of motes to send the maximum number of query packets, and also empowers the occurrence of attack detection in the network.

In the following subsection the CBF network, formal definition, algorithm of the MDP, IALC, IELC, QCM, and network assumptions are described.

4.1. CBF Assumptions

A list of the CBF network assumptions [3] are as follows:

- Sensor motes of \( n \) number are randomly deployed.
- Regarding functionality, all motes ensure the same capability. Every mote equipped with IP address, and can act as a sensor gateway, for the purpose to exchange query messages.
- The mode of communication is single-hop and multi-hop for all connected motes.
- Every mote can initiate a flooding attack. A flooder starts to interrupt with the link, once it detects any activity there.
- The capability of the flooder and normal motes are the same, but the flooder mote is also capable of generating redundant query messages (i.e., random flooding queries).

4.2. Neighbor Mote Discovery Phase (MDP)

In this section a neighbor mote discovery algorithm will look after the maintenance of neighbor and cluster routing tables. Each and every mote maintains neighbor-mote tables and cluster routing tables. The neighbor-mote table along with the neighbor-mote addresses to stores, available QOS parameter values along the link between itself and its neighbor-mote. These parameters are considered for selecting best available routes by the intralayer clustering protocol (used to choose the routes within the cluster). In this phase, each and every mote periodically transmits beacons to its neighbor-motes. On reception of these query packets from a neighbor mote, every mote updates its neighbor table with appropriate values. Each mote exchanges their neighbor tables from their corresponding neighbors and construct cluster routing tables.

Each mote sporadically transmits “Hello” beacons to neighbor-motes, to certify their presence. Once a beacon is delivered by the mote, it directly updates the neighbor-motes table and records the beacon’s source. To check the status of mote neighbors, every mote scans the mote tables of their neighbors at periodic sample intervals. The neighbor is considered lost if it beeps no beacons during the Max_previous_list interval samplings. The neighbor is considered found if it beeps beacons. Notification of updated link is sent to IALC, whether a neighbor is found or missing. Figure 4 and Algorithm 1 shows the protocols.

4.3. The IntraLayer Clustering (IALC)

Based on link state information, motes calculate intralayer clustering routes for every extended cluster of motes. Link state updates may receive a mote, either from an interrupt made by the mote discovery protocol (MDP) or from the IALC link state query packet. The link state table keeps an updated list of all link states’ information. In addition, the clustering table is recomputed once updates for the waiting link state have been received. Further, links that lie beyond the cluster have been removed and the link state tables are updated. The latest delivered updates of link state and its sources are sent to the mote’s neighbor within the cluster. Additionally, a mote shares all intra-cluster link state information to the newly discovered neighbor. The protocol is shown in Figure 5 and Algorithm 2.
query request by the mote, the detected-queries-table records the query-id, source-mote-id, last-hop, and broadcasting-mote. The mote then looks into their routing table to see if the desired destination mote resides inside the cluster. If yes, the mote then responds to the query source and sends back a route query reply, along with a path specified by the last hop information cached in the detected queries table. If the destination mote not reside in the mote's cluster, the mote, then broadcasts the route query request to all the peripheral motes to search the destination mote outside the cluster.

Without the appropriate query control scheme the broadcasting mote, itself, generates more control traffic as compared to flooding. The protocol is shown in Figure 6.

To see the potency of cluster-based querying, a combination of the advanced query control mechanism (query detection and early termination) are employed. Relying on the information stored in the detected queries table, a mote will stop sending route query requests on the departing link if no broadcast receiver mote wants to receive the route query request packet.

![Figure 4. MDP Query Packet format and Neighbor-mote-table.](image)

![Figure 5. Intralayer cluster protocol (IALC).](image)
Algorithm 1. MDP neighbor table update.

//Identify and eliminate the missing and lost neighbors-mote. Every note has neighbor-mote-table.

Begin

Mote-Table
1: If (Mote-Table[neighbor-mote]. Arrive == Not True)
2: If (Mote-Table[neighbor-mote]. previous_list ≥ Max_previous_list) Then
3: Eliminate (Mote-Table[neighbor-mote]);
//If previous_list has not received the neighbor’s-mote beacon then eliminate the neighbor-mote

Begin

Mote-Table
1: If (Mote-Table[neighbor-mote]. Arrive == Not True)
2: If (Mote-Table[neighbor-mote]. previous_list ≥ Max_previous_list) Then
3: Eliminate (Mote-Table[neighbor-mote]);
//If previous_list has not received the neighbor’s-mote beacon then eliminate the neighbor-mote from the mote-table.
4: Interrupt-load-params (neighbor-mote);
5: Set-interrupt (IALC, “neighbor-mote-lost”, “Update IALC Routing Table”); Endif
6: Else Mote-Table[neighbor-mote]. previous_list ++;
// Increase number of cycles that neighbor-mote’s beacon has not been received.
7: Elseif (Mote-Table[neighbor-mote]. previous_list == -1) Then
// Immediately, alert and update the IALC, if a new neighbor-mote found.
8: Interrupt-load-params (neighbor-mote);
9: Set-interrupt (IALC, “neighbor-mote-found”, “Update IALC Routing Table”);
10: Mote-Table[neighbor-mote]. previous_list = 0; Endif
11: Mote-Table[neighbor-mote]. Arrive = Not True;
12: Update-Timer -Mote-Table = T ++;
13: End.

Algorithm 2. Intralayer cluster (IALC) algorithm.

//IALC might be triggered by either from an interrupt made by the mote discovery protocol (MDP) or link state query packet updates.

Begin

1: If (query-packet arrived) Then
2: Extract(query-packet);
3: My-changed-link = Not True;
4: Else
5: Interrupt-extract-params (&destination-link);
6: Source-link = my-mote-id;
7: Source-pk = my-mote-id;
8: Id-link-state = my-id-link-state; Endif
9: Elseif (Interrupt-type = “Found Neighbor-mote”) Then
10: Status-link = Up; Endif
// Share all intra cluster link states information to the new discovered neighbor-mote.
11: Elseif (neighbor-mote! (Link State Table, my-mote-id, link-destination)) Then
12: Forward-link-state-table (Link State Table, link-destination);
13: My-id-link-state ++;
14: Else
15: Status-link = Down;
16: Elseif (neighbor-mote is (Link State Table, my-mote-id, link-destination)) Then
17: My-id-link-state ++;
18: Endif
19: End
4.4. The Interlayer Clustering (IELC)

The core responsibility of the IELC is to discover routes to the hosts that are outside of the mote’s cluster. In case a destination mote is not listed in the (IALC) local clustering table, the IELC then triggers a route query request at the network layer. Every route query request is allotted a query-id that is distinctive to the source mote id. The route query request might be uniquely identified by the combination of query-id and source-mote-id in the network.

Once the query-id and source-mote-id have been recorded in the request packet, the query packet is then forward to all the border or peripheral motes of the cluster. Upon receiving the route query request by the mote, the detected-queries-table records the query-id, source-mote-id, last-hop, and broadcasting-mote. The mote then looks into their routing table to see if the desired destination mote resides inside the cluster. If yes, the mote then responds to the query source and sends back a route query reply, along with a path specified by the last hop information cached in the detected queries table. If the destination mote not reside in the mote’s cluster, the mote, then broadcasts the rout query request to all the peripheral motes to search the destination mote outside the cluster. Without the appropriate query control scheme the broadcasting mote, itself, generates more control traffic as compared to flooding. The protocol is shown in Figure 6.

![IELC Query Packet Format](image)

**Figure 6.** Interlayer cluster protocol (IELC).

To see the potency of cluster-based querying, a combination of the advanced query control mechanism (query detection and early termination) are employed. Relying on the information stored in the detected queries table, a mote will stop sending route query requests on the departing link if no broadcast receiver mote wants to receive the route query request packet.

**Query Control Mechanism**

As discussed, the essential aim of the flooder mote is to generate unwanted and redundant routing queries to make the link busy and to stop the authentic mote from sending wanted query packets. A mechanism is required to measure the total time spent for waiting the link to be free, also to check the signal strength of the query packet and location consistency of the mote, and match these metrics to the regular time of the traffic to measure the link for redundant queries. A query control mechanism is introduced to execute these tasks. As shown in Equation (2), the proposed QCM technique uses a change in QueryLimitThreshold (QLT) for detecting and terminating the redundant and unwanted query request packets. The proposed mechanism is favorable in boosting the performance of the IoT’s network in terms of signal strength of query packets, and in the improvement in location consistency...
checking of connected motes, in this way protecting the network against reactive flooding attacks. The QLT is calculated based on Equation (2):

$$\sum_{i=1}^{n} \text{Md}_i = P$$ (2)

From Equation (2), M is the maximum query request packets of neighbor motes, n denotes the net sum of motes, distances between every mote and QLT are symbolized by \(d_i\) (\(d_i\) is the distance between the motes that are communicating, and i is the number of respective motes, from 1 to n) and P (P is a value that determines if there is an attack on the network), respectively.

The QCM technique uses link signal strength to determine the consistency of the query packet by scanning if the QLT contradicts the regular packet data transmission value. The mote that transmits the QLT is sporadically tested and matched against the present value to determine the occurrence of flooding in the network. A mote is considered a flooder if its QLT is exceeded the maximum query packet of any mote. Moreover, the mote will not be considered a flooder if its QLT value is smaller than the maximum query packet [33].

Upon detection of a flooder mote by QCM, it alerts all connected neighbor motes to switch their routing paths which lead to the flooder mote. Thereby, QCM ultimately eliminates the flooder mote from the network. The QCM algorithm is shown in Algorithm 3.

**Algorithm 3.** Query control mechanism (QCM) algorithm.

```
Begin
n, MaxQuery(M): M ∈ Neighbor motes
Input: query limit value, \(x_0, y_0\), \(x_n, y_n\);
Output: Dist, \(\Delta\) query limit value;
1: If (MaxQuery(M) < QueryLimitThreshold(QLT)) Then
2: Check (SignalStrengthConsistancy(SSC));
3: Check (Sending QueryLimitThreshold (QLT));
4: Check-link = (SignalStrengthConsistancy(SSC), MaxQuery(M));
5: ElseIf (Check-link = Not True) Then
6: Flooding occurred; Endif
9: If (MaxQuery(M) > QueryLimitThreshold (QLT)) Then
10: \(Z_0 = (x_0, y_0) = \text{mote} \text{location};\)
11: \(Z_n = (x_n, y_n) = \text{find} \text{mote} \text{location};\)
12: Check-link = Query Packet Sent;
13: ElseIf (Check-link = Not True) Then
14: Flooding occurred; Endif
15: End.
```

n exhibits the sum of motes within the network, \(Z_0\) denotes the initial mote position \((x_0, y_0)\), \(Z_n\) denotes the current location of the mote \((x_n, y_n)\), and M symbolizes neighbor motes.

The QCM algorithm is composed of two levels. The initial level is responsible for selecting the information that sends the QueryLimitThreshold (QLT) and checks the SignalStrengthConsistancy (SSC) for each mote. As all motes have the ability to send information after a specific duration, the mechanism can record the volume of queries sent by every mote. The level is to check the SignalStrengthConsistancy (SSC), that is depending on the sending QueryLimitThreshold (QLT).

It is assumed that each mote in the network might be in one of the following three conditions: typical (i.e., the mote is in a normal condition), fishy (i.e., the mote is in a suspicious condition), and the flooder (i.e., the mote is a flooder). At the beginning, all motes are in the typical condition and can exchange query packets to each other by single- or multi-hop communication. In the fishy condition path analysis is carried out based on the communication type (single- or multi-hop) which is
further utilized by the motes to query data exchange. If the fishy sender mote is based on single-hop communication, the single hop path analysis can be done to easily detect the fishy sender mote. If the fishy mote is based on multi hop communication, the path analysis can be done to check every hop and query the packets transmitted by all motes. A mote is considered a flooder if normally sent queries contradict with the number of query packets transmitted by the mote. The mechanism considers a mote is in the typical condition if the amount of MaxPacket (M) is similar to the QueryLimitThreshold (QLT). Lastly, the proposed QCM eliminates all the flooder motes by updating all connected neighbor motes to change their communication channels and links that come from the flooder mote. Figure 7 elaborates the overall process flow chart of cluster-based flooding.

![Flowchart of the CBF process.](image)

4.5. Cluster Based Flooding (CBF) Model Formulation

The cluster-based flooding model is designed as either one of two sorts of games: proactively (intralayer) favorable for the sensor layer or reactively (interlayer) favorable for the network layer. The aim of intralayer clustering is to use more network resources to get the updated information of the motes for handling priority packet queries and mitigate delays in the IoT network by using the table-driven approach. The cluster-based flooding (CBF) model is subsequently elaborate. Assuming that during query propagation the topology of the network remains static, and intralayer clustering (IALC) is already aware of topology variation. Intralayer clustering (IALC) ultimately enhances CBF by query route repairing and caching inside the cluster. A significant feature of this method is that it is not dependent on assumptions concerning the size of any mote’s cluster. Subsequently, this proof of correctness refers to the networks where every mote has the same cluster radius, and to the networks where every mote individually handles their own cluster.

As shown in Figure 8, let m(t) be the set of queried motes which reside within the cluster (IALC), which might be interior or peripheral motes at time interval t. We refer to queried motes as, i.e., motes that have already been visited and are directly accessible to the source mote. Similarly, the remaining set of unqueried motes are denoted by m^c(t), unqueried motes are referred to the motes that are not yet visited, reside in the outer cluster, and are not directly accessible to the source mote.
Let $B(t)$ be the subset of $m(t)$, which is referred as peripheral or border motes. Every peripheral mote $B(t)$ holds almost one neighbor in unqueried motes $m^r(t)$ ($B(t)$ → $m^C(t)$), peripheral motes are the covered motes that construct a boundary between queried and unqueried clusters in the network, as listed in Equation (3).

$$m(t_1) \subset m(t_2) \text{ and } m^C(t_2) \subset m^C(t_1), \text{ for } t_1 \leq t_2$$

In Equation (3), once a mote has been queried, it cannot be unqueried or uncovered. Therefore, $m(t_1) \subset m(t_2)$.

From the fundamental set principle, it also follows that $m^C(t_2) \subset m^C(t_1)$, as shown in Equation (4):

$$\left|m^C(t)\right| > 0, \left|B(t)\right| > 0$$

From Equation (4), since all motes that belong to uncovered mote $m \in m^C(t)$ are accessible from other motes, which has a covered peripheral neighbor $b \in B(t)$ ($b$ signify the set of queried motes which resides on the cluster boundary). Hence peripheral mote $b$ was visited by a query. Therefore, $b$ either be an interior or a peripheral mote of the source mote. If $b$ is an interior mote, then every $b$’s neighbor means to be queried as well. Though, even some of $b$’s neighbors are unqueried which we referred as uncovered motes $m \in m^C(t)$. Therefore, $b$ needs to be the border or a peripheral mote of a source mote as shown in Equation (5) as:

$$b \in B(t_1): b \notin B(t_2); \left|mc(t_2)\right| < \left|mc(t_1)\right|$$

From Equation (5), assume that $N_b$ is symbolized as the set of motes which are the neighbors of mote $b$. Then, the following two conditions will occur at $p$:

1. If ($b \in B(t_1)$), then $m^C(t_1) \cap N_b \neq \emptyset$
2. If ($b \notin B(t_2)$), then $m^C(t_2) \cap N_b \neq \emptyset$

The above conditions simply follows that $m^C(t_1) \neq m^C(t_2)$, we have also shown earlier that $m^C(t_2) \subset m^C(t_1)$, so $\left|m^C(t_2)\right| < \left|m^C(t_1)\right|$.

If a mote $b$ is a broadcast receiver of a source mote and obtains the route query updates at interval $t_2$ then $b \notin B(t_2)$. That is, when mote $b$ acquires the route query updates at interval $t_2$, it starts searching the queried destination mote, thus updating all its associated motes of their cluster. Therefore, all mote $b$’s neighbors might be covered and $b \notin B(t_2)$.

The second type (interlayer/reactive) is a sort of two player game, in this game one player 1 acts as a “maximizer” and player 2 acts as a “minimizer”. The aim of the maximizer (player 1) is to attain utmost volume of energy gains, while the minimizer (player 2) strives to retain the least volume of energy gains [34]. Selection of this approach is because of, every mote (player) in the IoT network have
the tendency to make the maximum use of resources referred as network gains during transmission of the route query packets. These players act as an observer mote and have the responsibility to detect the unwanted flooding in the network. The players are denoted as X1 and X2, where X1 stands for the inspecting mote and X2 denotes the flooder mote.

\[ X = \{ X1, X2 \} \] (6)

The back and forth in the cluster-based flooding (CBF) model designing are (Ic) constant inspecting and (Ip) periodic inspecting, which permit the communicating motes to inspect the link either constantly or at a preset interval of time. The adopted reactive flooding strategy is symbolized as “ReFa”. To inspect the communication link, inspecting mote uses the (Ic, Ip) strategies, denoted as:

\[ X = X1 \ast X2 \] (7)

\[ X1 = \{ Ic, Ip \} \] (7a)

\[ X2 = \{ ReFa \} \] (7b)

where X1 and X2 are player 1 and 2, respectively.

To indicate the inspecting mote efficacy, here we consider the player utility function, to verify that either the flooding attacks are detected effectively or not. The false positive and detection rate is considered as two utility functions for the inspecting mote. The aim of the flooder utility is to stop the successful transmission of route query packets and decrease the network throughput and QoS by attempting unwanted and redundant query strikes. The utility function (Fu) is set as follows, where detection rate and flooding attack gains are denoted as Fu1 and Fu2, respectively:

\[ \{ Fu \} = \{ Fu1, Fu2 \} \] (8)

A reactive flooding attack strategy is formulated based on Equations (2), (6), and (7) for Ic and Ip shown below. Where Fd represents the duration of the flooding attack, Fdg stands for the gain of flooding detection, t denotes the Ip interval of time, Fag symbolizes for the gain of a successfully launched flooding attack, the payoff of the reactive flooding is denoted by Prefs, and both (Pc, Pp) are the payoffs when (Ic, Ip) are used to sense the flooding attack. Payoff refers to the cost of initiating or detecting an attack:

\[ Ic = F_d (Fag - Prefs), (Fdg - Pc) \] (9)

\[ Ip = F_d (Fag - Prefs), (Fdg Fdg - Pp) \] (10)

The strategy for the reactive flooding attack is expressed in Equations (7)–(7b) for both (Ic, Ip). The flooder mote will immediately trigger an attack if it detects any activity in the communication link. All mathematical symbols used in Sections 3 and 4 are defined in Table A1 of the Appendix A.

5. Implementation Facts

This section elaborates the implementation details of the proposed approach. A cutting edge simulator known as Contiki Cooja is used to form redundant flooding scenarios [35] under realistic scenarios with a number of malicious motes and different intervals of traffic. A detailed specification of the simulation parameters are listed in Figure 4, in accordance with the IEEE 802.15.4 radio regulation. We used random topology because of the heterogeneous nature of IoT devices to present connectivities of sensor mote capabilities. The network size of the simulation model is 1–16 motes and are randomly deployed in an area of 100 m², where all motes are active transmitters and receivers. Furthermore, we evaluate the simulation based on three scenarios (i.e., varied intervals of traffic, varied number of malicious motes, and realistic scenarios) in all cases the inner arrival timing is exponential. Regarding traffic intensity, we explore different levels of saturation in the network by varying the traffic.
intensity, which may vary from low saturated networks \( (p_{\text{max}} = 0.1) \) up to highly saturated networks \( (p_{\text{max}} > 1) \). Values mentioned in Table 1 provide the foundation for an appropriate assessment of reactive flooding [36,37].

### Table 1. Simulation parameters.

<table>
<thead>
<tr>
<th>Mote Type</th>
<th>Sky Mote</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy at initial state</td>
<td>100 J</td>
</tr>
<tr>
<td>Power at idle state</td>
<td>31 mW</td>
</tr>
<tr>
<td>Power at receiving state</td>
<td>35 mW</td>
</tr>
<tr>
<td>Power at sending state</td>
<td>31 mW</td>
</tr>
<tr>
<td>Power at sleep state</td>
<td>15 µW</td>
</tr>
<tr>
<td>Simulation name</td>
<td>QoS Enabled CBF</td>
</tr>
<tr>
<td>Radio medium</td>
<td>UDGM with Distance Loss</td>
</tr>
<tr>
<td>Startup Delay</td>
<td>1 ms</td>
</tr>
<tr>
<td>Random Seed</td>
<td>123,456 (Default)</td>
</tr>
<tr>
<td>Positioning</td>
<td>Random</td>
</tr>
<tr>
<td>Topology</td>
<td>Random</td>
</tr>
<tr>
<td>Number of Motes</td>
<td>16</td>
</tr>
</tbody>
</table>

The radio medium used for simulation is the Unit Disk Graph Medium (UDGM: distance loss) having a transmission range of 50 m and interference range of 100 m with an initial energy of 100 joules (J). Each device moves randomly with startup delay of one millisecond (ms). Each node consumes 31 milliwatt (mW) energy in an ideal state and 15 microwatt (µW) in the sleeping state. A total of 35 and 31 mW energy is consumed during data receiving and sending states, respectively. Moreover, the transmission delay for high-speed links is insignificant. For example, a 1500-byte packet transmitted over a 155 Mbps STM-1/OC-3 link would take only 0.08 ms.

### 6. Results and Discussion

The performance estimation and evaluation of the proposed technique against up-to-date DnC, SLA [2,3], and Hy-IoT [32] methods for tracing and mitigating the unwanted and redundant reactive flooding are described in this section. The routing protocol and MDP protocol [24] are ad hoc routing and Contiki, respectively. To obtain the appropriate results simulations are performed 60 times based on the following three scenarios:

- **Scenario based on varied intervals of traffic**: This condition plays an important role to gauge and ensure the effectiveness of flooding attacks and to regulate the defensive techniques in varying interval of traffic. Ranges for traffic interval is set as 1–10 s, where 1 s is referred to as faster and 10 s is slower.

- **Scenario based on a varied number of mischievous motes**: this condition is favorable in analyzing the impact of flooding attack on the network and to take the appropriate action to counter mischievous motes. Motes 2, 6, 10, 15 are set as mischievous motes, and the interval of traffic is set to 1 s, where 1 s is referred as the fastest traffic in the network.

- **Condition based on realistic scenario**: In this conditional scenario motes are restricted to not transfer the route query information simultaneously; they are only allowed to transfer route query requests at different intervals of time. These intervals are randomly set from 1–10 s.

#### 6.1. Average Consumption of Energy

Figure 9 exhibits the average consumption of energy and number of malicious motes at varying intervals of time. In Figure 9a the proposed QCM technique outperformed compared to DnC, SLA, and Hy-IoT approaches in terms of dropping the average consumption of energy. Since the proposed technique is capable of detecting flooder motes and detach them from the network, in this way it reduces the level of energy consumption that arises during redundant and unwanted flooding attacks,
whereas the average energy consumption of DnC and SLA is approximately 21 and 18%, respectively, from 1–5 s intervals, and this ratio continuously rises as the interval increases. However, in the case of the proposed mechanism the ratio of consumption of energy falls to 6% as compared to the 13% of the existing Hy-IoT approach.
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**Figure 9.** Average consumption of energy with respect to different interval of traffic (a); with malicious motes (b), and malicious motes with realistic condition (c).

Obviously, for all techniques the average energy consumption is directly proportional to the time interval, as the time interval increases average energy consumption also increases. The flooder mote consumes the highest level of energy as it directly sends redundant queries once detect any communication activity in the network. Figure 9b demonstrates the average consumption of energy along with different numbers of mischievous motes, mischievous motes are resides at 2, 6, 10, and 15.

An exact realistic analysis of QCM is conducted to find the level of mischievous motes during flooding expansion in the network. It is evident from the result that in the presence of malicious motes the level of energy consumption increases gradually. At malicious mote 2 the levels of energy consumption are approximately 8 and 5% for DnC and SLA approaches, respectively, and at malicious mote 15 this consumption level reaches to approximately 48% and 40%. Hence, by introducing QCM this level falls to approximately 2%, 4%, and 20% at malicious motes 2, 6, and 15, respectively. The result of proposed QCM is superior then the current Hy-IoT, that is about 3% and 8% at malicious motes 2 and 6, respectively, and subsequently moves upward to 32% at mote 15. The proposed QCM is capable of reducing the level of energy consumption by suspending the flooder mote from redundant transmission to the active state, and treat the flooding attacks effectively and efficiently.

Figure 9c demonstrates the average consumption of energy along with malicious motes and realistic conditions. A realistic condition is referred to as the random transmission of route query...
packets between the motes at varying intervals. During the redundant flooding attack, it is very essential to simulate the realistic condition to understand the efficiency of the proposed QCM. As shown in the result the average consumption of energy of DnC and SLA at malicious mote 1 is approximately 18% and 15%, respectively, and this consumption rises to about 70% and 56%, respectively, at malicious mote 15, while with QCM this consumption of energy falls to approximately 3% and 24% at malicious motes 1 and 15, respectively. In addition, this consumption is approximately 6% less than that of the traditional Hy-IoT at malicious mote 1 and 20% at malicious mote 15 using the same condition. The performance of the network improves by adopting the proposed QCM Technique.

6.2. Traffic Delay

The effect of traffic delay on number of malicious motes, the time interval and malicious motes in realistic condition are shown in Figure 10a–c, respectively. In Figure 10a, QCM outperformed as compared to DnC, SLA, and Hy-IoT by having least traffic delays. QCM has the ability to detect, pause, and detach the flooding mote from the network, which helped in improving its performance. On the other hand, the redundant and unwanted queries were also removed by detaching the flooding motes. Traffic delay of DnC and SLA is 26% and 20%, respectively at Interval 1 as shown in Figure 10a. The proposed algorithm in the network causes a decrease of 10%, approximately in the traffic delay at the same interval. This drop in traffic delay by the proposed algorithm is approximately 4% less than the traditional Hy-IoT. Hence, this percentage is directly proportional to the interval: as the interval increases the percentage will continue to increase.
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**Figure 10.** Delay with respect to different interval of traffic (a), with malicious motes (b), and malicious motes with realistic condition (c).
The traffic delay with respect to the increasing number of malicious motes are shown in Figure 10b. Here, at malicious mote 2, the traffic delay of DnC and SLA are about 37% and 35%, respectively, in normal reactive flooding. This increase in traffic delay continues to increase in the number of malicious motes. At malicious mote 15 the maximum traffic delay of DnC and SLA are recorded as approximately 85% and 75%, respectively. The proposed QCM outperformed as compared to Hy-IoT at malicious 2 and 15, and it reduces the delay to about 7% and 37% gradually, while with the same malicious motes (2 and 15) the Hy-IoT has a comparatively higher traffic delay of approximately 15% and 49%, respectively. This decrease in traffic delay by QCM is due to the decrease in the link waiting time.

The proposed flooding techniques are also evaluated using realistic network conditions with an increasing number of malicious motes as mention in Figure 10c. Traffic delay of DnC and SLA at malicious mote 1 is approximately 45% and 30%, respectively. This traffic delay of DnC and SLA at malicious mote 15 increases up to approximately 89% and 81%, respectively, in the realistic network scenario. The proposed QCM comparatively outperformed in the realistic network scenario by having approximately 11% and 45% traffic delays at malicious motes 1 and 15, respectively. This drop in traffic delay by QCM is approximately 6% and 15% better than the existing Hy-IoT at motes 1 and 15, respectively.

6.3. QoS and Throughput

As shown in Figure 11, the proposed QCM is compared with DnC, SLA, and Hy-IoT using network throughput, which we referred to as QoS. Here QoS is measured for these four flooding mechanisms using three scenarios, such as time interval, increasing number of malicious motes and malicious motes with realistic network conditions. In Figure 11a, network throughput (QoS) of DnC and SLA are decreases up to approximately (44% and 61%), respectively at an interval of 1 s. While, with the proposed QCM the QoS boosts to approximately 85%, this result is 9% better as compared to existing Hy-IoT at the same time interval 1 s. According to the result as shown, the performance of network throughput (QoS) is inversely proportional to the time interval, as QoS decreases with the increase in the interval. Flooder motes keep engaged the transmission link, which generates unwanted and redundant routing request queries and directly affects the QoS of the IoT networks.

Figure 11b shows the network throughput (QoS) of QCM, DnC, SLA, and Hy-IoT with increase in the number of malicious motes. Here, initially at malicious mote 2 the network throughput (QoS) of DnC and SLA is approximately (39% and 44%), and finally at malicious mote 15 this percentage gradually drops to approximately (30 and 35%), respectively. While with proposed QCM the (QoS) at malicious mote 2 is about 86% and gradually drops to approximately 53% at malicious mote 15. This results are approximately (9% and 6%) better as compared to the existing Hy-IoT at malicious motes (2 and 15), respectively. It is because; the proposed mechanism is capable of providing fast link access to the motes during redundant query attacks.

Network throughput (QoS) of QCM, DnC, SLA and Hy-IoT is analyzed in realistic network conditions with increasing number of malicious motes as shown in Figure 11c. The simulation results revealed that the network throughput of DnC and SLA with respect to malicious mote 1 is approximately (34% and 37%), respectively, and this ratio drops to approximately (17% and 25%), respectively at malicious mote 15. The proposed QCM mechanism boosts the QoS throughput to approximately (80% and 49%) at malicious motes (1 and 15), respectively. This increase in result of network throughput by QCM is approximately (12% and 5%) better as compared to the existing Hy-IoT at malicious motes (1 and 15), respectively in a realistic condition.
The proposed flooding techniques are also evaluated using realistic network conditions with an increasing number of malicious motes as mentioned in Figure 10c. Traffic delay of DnC and SLA at malicious mote 1 is approximately 45% and 30%, respectively. This traffic delay of DnC and SLA at malicious mote 15 increases up to approximately 89% and 81%, respectively, in the realistic network scenario. The proposed QCM comparatively outperformed in the realistic network scenario by having approximately 11% and 45% traffic delays at malicious motes 1 and 15, respectively. This drop in traffic delay by QCM is approximately 6% and 15% better than the existing Hy-IoT at motes 1 and 15, respectively.

6.3. QoS and Throughput

As shown in Figure 11, the proposed QCM is compared with DnC, SLA, and Hy-IoT using network throughput, which we referred to as QoS. Here QoS is measured for these four flooding mechanisms using three scenarios, such as time interval, increasing number of malicious motes and malicious motes with realistic network conditions. In Figure 11a, network throughput (QoS) of DnC and SLA are decreases up to approximately (44% and 61%), respectively at an interval of 1 s. While, with the proposed QCM the QoS boosts to approximately 85%, this result is 9% better as compared to existing Hy-IoT at the same time interval 1 s. According to the result as shown, the performance of network throughput (QoS) is inversely proportional to the time interval, as QoS decreases with the increase in the interval. Flooder motes keep engaged the transmission link, which generates unwanted and redundant routing request queries and directly affects the QoS of the IoT networks.

Figure 11. QoS with respect to different interval of traffic (a), with malicious motes (b), and malicious motes with realistic condition (c).

7. Conclusions and Future Work

This paper has studied numerous defensive techniques against unwanted and redundant routing queries which may lead to heavy network traffic and flooding in IoT networks. In this study, we implement the reactive part Interlayer clustering (IELC) of cluster-based flooding (CBF), and proposed a query control mechanism (QCM) to detect and terminate the unwanted and redundant queries which is based on link signal strength, consistency of query packets, and a query limit threshold. Furthermore, it is evident from the results that proposed QCM appeared superior performance compared with the state of the art defensive techniques in terms of average consumption of energy, traffic delay, and QoS, which we referred to as network throughput. Thus, QCM drops the average consumption of energy to almost 6% compared to the DnC, SLA, and Hy-IoT that consume approximately (21%, 18%, and 13%) under varying intervals of traffic. The performance of QCM is also better regarding average consumption of energy with malicious motes against the traditional approaches by dropping the consumption at motes (2, 6, and 15), respectively to about (2%, 4%, and 20%). Additionally, QCM also exhibits dominant performance regarding network delay by decreasing the delay to about 10%, which is 4% less as compared to the state of the art. While in cases of malicious motes, the proposed QCM drops the network delay to approximately (7% and 37%) at malicious motes (2 and 15), respectively. Lastly, QCM enhances the amount of QoS to 85%, that is 9% greater as compared to Hy-IoT. The proposed QCM technique employs QueryLimitThreshold (QLT) for detecting and terminating the redundant and unwanted query request packets, and in this...
way boost the IoT network performance in terms of signal strength of query packet and improved the location consistency checking of connected motes, to keep the network away from reactive flooding attacks. This performance clearly shows the difference between our approach and the contemporary approaches. We have planned to extend this work in the future by considering discrete component circuit implementation model using Bouali’s system to detect some other attacks in IoT by extending the number and types of motes in order to test the reliability of our approach in the presence of many motes. Additionally, we have planned to include the proactive part, intralayer clustering (IALC) of the CBF, which is favorable in high priority and lower delay IoT networks, i.e., smart transportation, smart health, and smart security, and to model a physical prototype for it.
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### Appendix A

#### Table A1. Mathematical list of symbols.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X_s$</td>
<td>Duration of the mote</td>
</tr>
<tr>
<td>$X_f$</td>
<td>Processing time flooder mote</td>
</tr>
<tr>
<td>$c$</td>
<td>Speed of light</td>
</tr>
<tr>
<td>$D_1, D_2, D_3$</td>
<td>Distances</td>
</tr>
<tr>
<td>$M$</td>
<td>Maximum query request packets of neighbors</td>
</tr>
<tr>
<td>$x$</td>
<td>Net sum of motes</td>
</tr>
<tr>
<td>$d_i$</td>
<td>Distances between every mote</td>
</tr>
<tr>
<td>$P$</td>
<td>QueryLimitThreshold (QLT)</td>
</tr>
<tr>
<td>$Z_0$</td>
<td>Mote position at the beginning from $(x_0$ to $y_0)$</td>
</tr>
<tr>
<td>$Z_n$</td>
<td>Mote position at the end from $(x_n$ to $y_n)$</td>
</tr>
<tr>
<td>$m(t)$</td>
<td>Set of queried motes</td>
</tr>
<tr>
<td>$m^u(t)$</td>
<td>Set of unqueried motes</td>
</tr>
<tr>
<td>$B(t)$</td>
<td>Set of peripheral or border motes</td>
</tr>
<tr>
<td>$t_1, t_2$</td>
<td>Different time intervals</td>
</tr>
<tr>
<td>$X_1$</td>
<td>Inspecting mote</td>
</tr>
<tr>
<td>$X_2$</td>
<td>Flooder mote</td>
</tr>
<tr>
<td>$I_c$</td>
<td>Constant inspecting</td>
</tr>
<tr>
<td>$I_p$</td>
<td>Periodic inspecting</td>
</tr>
<tr>
<td>$F_u$</td>
<td>Utility function</td>
</tr>
<tr>
<td>$F_d$</td>
<td>Duration of the flooding attack</td>
</tr>
<tr>
<td>$F_{dg}$</td>
<td>Gain of flooding detection</td>
</tr>
<tr>
<td>$P_{refa}$</td>
<td>Payoff of the flooding</td>
</tr>
<tr>
<td>$P_c, P_p$</td>
<td>Payoffs for $(I_c, I_p)$</td>
</tr>
</tbody>
</table>
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