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Abstract: By using sample units (SUs), the generalized data envelopment analysis (DEA) method can evaluate the efficiency of decision making unit (DMU) through different reference sets, but the existing models are radial models, and the DMU is treated as a black box, rarely taking the operations of the internal divisions into account. This paper proposes a generalized network slacks-based measure (SBM) approach based on the SUs. First, the generalized network SBM approach for a basic two-stage structure is proposed. This paper considers the intermediate products in calculating the divisional efficiency for each DMU. Overall efficiency of DMU is a weighted average of the divisional efficiency. The weight of each division does not need to be given in advance. Since the DMUs set and SUs set are not necessarily the same, this paper proposes an improved generalized network SBM approach for a basic two-stage structure to solve the problem that the original model may be infeasible. Then, the approach for basic two-stage structure is extended to general multi-stage structure. Finally, an example is given to show the practicability of the generalized network SBM approach.
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1. Introduction

Data envelopment analysis (DEA) as proposed by Charnes, Cooper, and Rhodes [1], is an approach for measuring the relative efficiency of a set of homogenous decision making units (DMUs) with multiple inputs and multiple outputs [2]. There are many theoretical developments and practical applications being reported (see, for example, the review of Zhou et al. [3]; Liu et al. [4]; Kao [5]; Sueyoshi et al. [6]; Emrouznejad et al. [7]).

In traditional DEA approaches, DMUs are treated as a whole unit, or a black box, and only the inputs supplied from the outside and the outputs sent to the outside are considered in measuring efficiency, ignoring the intermediate products produced and consumed within the system, without taking the operations of the internal divisions into account [8]. There are two major drawbacks of this; one is that inefficiencies arising from the organization of activities within this internal structure cannot be addressed, which limits the amount information that can be gained to improve the system efficiency [9], and the other is that this may produce misleading results, for example, the system is efficient, while the component divisions are not.

The early papers that discussed the component stages of DMU are Färe and Grosskopf [10] and Wang et al. [11]. Färe and Grosskopf [12] firstly proposed network DEA which considers multi-stage
processes with inputs, outputs, and intermediate measures that connect the internal components of DMUs [13]. To measure the efficiency of the DMU more appropriately, several models for measuring the overall efficiency and divisional efficiency of a network have been proposed. Every study on network DEA is associated with a structure, based on which a model for measuring efficiency is developed, and an application to real world problems is carried out [5]. The existing network structures include basic two-stage structure, general two-stage structure, series structure, parallel structure, mixed structure, and dynamic structure.

Most of the studies concentrate on the basic two-stage structure which is a closed system, where the outputs from the first stage become the inputs to the second stage, and where no other inputs enter the process at the second stage. Based on the basic two-stage structure, several studies measured the overall and divisional efficiency, and also derived mathematical relationships between overall efficiency and divisional efficiency. In modeling two-stage network DEA from the efficiency decomposition perspective, both multiplicative efficiency decomposition and additive efficiency decomposition are proposed depending on the variations of two-stage structures and assumptions of constant returns to scale and variable returns to scale [14]. Kao and Hwang [15] developed a relational model which is able to decompose the overall efficiency into the product of the two divisional efficiencies under the assumption of constant returns to scale. Based on this work, Liang et al. [16] developed multiplicative efficiency decomposition using the game theory concept. Based on multiplicative efficiency decomposition, studies have been carried out. For example, Chen et al. [17], Zha and Liang [18], and Du et al. [19] defined the overall efficiency as the product of divisional efficiency. Different from the multiplicative efficiency decomposition, Chen et al. [20] decomposed the overall efficiency into a weighted average of the two divisional efficiencies, where the constant returns to scale was not required. This is additive efficiency decomposition. However, additive efficiency decomposition has its own computational issues as demonstrated by Guo et al. [13]. Chen et al. [14] showed that additive efficiency decomposition can be solved using second order cone programming. Hundreds of papers that apply basic two-stage network DEA models to solve real world problems have been published. For example, Luo [21] examined the performance of the 245 banks in the US with assets greater than one billion US dollars, where the operations of a bank are divided into two stage to measure profitability and marketability. Based on the above network DEA approach, Lo et al. [22] studied US S&P 500 firms; Tsolas [23] discussed 19 construction firms in Greece; Yang et al. [24] integrated a two-stage series performance model and fuzzy multi-objective model to measure managerial efficiency in Taiwan bank branches. Based on the relational model proposed by Kao and Hwang [15], Cao and Yang [25] measured the marketability and profitability of 40 internet companies; Chen et al. [26] evaluated the design performance of 534 carlines from more than 20 manufacturers that aim to have lower environmental impacts.

While the basic two-stage structure does exist, the more prevalent case is that where both stages are allowed to consume exogenous inputs and to produce exogenous outputs. This structure is general network structure which is open system. Li et al. [27] extended Liang et al. [16] by assuming that the inputs to the second stage include both the outputs from the first stage and additional inputs to the second stage. Cook et al. [28] extended the methodology of Chen et al. [20] to general multi-stage network structures, which is applicable under the assumption of constant returns to scale and variable returns to scale, but it is biased towards the second division when setting the weight. Despotis et al. [29] proposed a new method to calculate the overall efficiency of the system, ensuring the uniqueness of the efficiency value and the unbiasedness of weight setting. Ang et al. [30] extended this method to the general two-stage network structure and multi-stage structure. Kao [31] proposed two approaches for discussing the relationship between overall efficiency and divisional efficiency, and developed a relational model from the perspective of efficiency decomposition. For a parallel system of several processes, Kao [32] developed a relational model to decompose the system efficiency into a weighted average of the process efficiencies under the assumption of constant returns to scale. The general two-stage network DEA is also widely used. For example, Yang [33] studied a problem of farrow-to-finish swine production;
Simon et al. [34] analyzed the productivity growth of 34 Spanish university libraries using Malmquist productivity index.

All of these studies are based on radial efficiency measures, which assume that all inputs or outputs change proportionally. To solve this problem, Tone [35] proposed a slacks-based measure (SBM) approach to measure the efficiency. Tone and Tsutsui [36,37] then extended this to general network structure and dynamic structure. Compared with the traditional SBM model, the network SBM is better in identifying the effectiveness of DMUs. However, the slack variables of intermediate products are not taken into account when calculating the overall and divisional efficiency of DMU. Fukuyama et al. [38] proposed an improved two-stage network SBM, which includes the slack variables of intermediate products in the formula for calculating the overall efficiency of DMU, but the weight of each division in the formula needs to be given in advance according to its importance to DMU. Kao [39] proposed a general SBM model for network systems, and decomposed the overall efficiency into a weighted average of the divisional efficiencies. The weight of each division in the formula does not need specified beforehand. This relationship holds for all types of network structure. Kao [8] proposed different ways to study the intermediate products that link the component divisions based on the production possibility set. Chen et al. [9] developed both envelopment-based and multiplier-based models to obtain simultaneously both the frontier projection and the efficiency decomposition based on SBM. Kao [40] proposed an SBM model to decompose the system efficiency of a closed series system into the product of the division efficiencies divided by the linkage efficiencies, which are expressed as the product of the efficiencies of the intermediate product. Network SBM has been widely used in environmental efficiency, airline efficiency, and efficiency of the waste sector, etc. since it was proposed. For example, Lozano [41], Bian et al. [42], Simoes and Marques [43], Zhou et al. [44], Li et al. [45], Zhu et al. [46], and Wang et al. [47].

The above studies are evaluation methods based on a self-assessment system, in which the evaluated DMU can only be compared with efficient DMUs among its peers, and the decision maker cannot choose the reference set freely. However, in reality, there are many evaluation problems, and the objects that the DMU need to compare are not efficient DMUs among its peers; for instance, they might use specified special units or standard units as comparison objects. In light of these issues, Ma [48] proposed a generalized DEA approach based on sample units (SUs). The generalized DEA not only has all the properties of traditional DEA, but also can evaluate DMUs according to any reference set. The reference set can be composed by the DMUs themselves or the SUs. The SUs can be specific DMUs, such as standards or objects that the decision maker is interested in. Muren [49] proposed a generalized fuzzy DEA method along this idea.

The generalized DEA method can provide multiple perspectives for decision makers to measure the efficiency of DMUs. However, the existing generalized DEA models are basically radial models, and the DMUs are regarded as a black box, and the internal structure of system and relevance of divisions are rarely studied. In this paper, we develop a generalized network SBM approach based on SUs. This approach can measure the overall efficiency and divisional efficiency through different reference sets under assumptions of constant returns to scale and variable returns to scale. We consider the intermediate products in calculating the divisional efficiency for each DMU. Moreover, the overall efficiency is a weighted average of the divisional efficiency.

This paper is organized as follows. In Section 2, the basic SBM model is briefly reviewed. In Section 3, the generalized network SBM approach for basic two-stage structure is proposed. This paper considers the intermediate products in calculating the divisional efficiency for each DMU. Overall efficiency of DMU is a weighted average of the divisional efficiency. Since the DMUs set and SUs set are not necessarily the same, an improved generalized network SBM model for basic two-stage structure is proposed, then the relationship between overall and divisional efficiency is derived. In Section 4, a generalized network SBM approach for general multi-stage structure is proposed. Numerical examples are demonstrated in Section 5. Finally, some concluding remarks are made in Section 6.
2. The Slacks-Based Measure Model

Suppose there are \( n \) DMUs. Each DMU has \( m \) inputs and \( s \) outputs. Let \( x_j = (x_{1j}, \ldots, x_{mj})^T \), where \( x_{ij} \) denotes the \( i \)th input of DMU \( j \); \( y_j = (y_{1j}, \ldots, y_{sj})^T \), where \( y_{ij} \) denotes the \( r \)th output of DMU \( j \). Assume that all data are positive, i.e., \( x_{ij}, y_{ij} > 0 \) for all possible \( j = 1, 2, \ldots, n \), \( i = 1, 2, \ldots, m \), and \( r = 1, 2, \ldots, s \).

The production possibility set \( P \) is defined as

\[
P = \left\{ (x, y) \mid x \geq \sum_{j=1}^{n} x_j \lambda_j, y \leq \sum_{j=1}^{n} y_j \lambda_j, \lambda_j \geq 0 \right\}.
\]  

(1)

Tone [35] proposed the SBM model to evaluate the efficiency of DMU \((x_0, y_0)\),

\[
\begin{align*}
\min \ & \rho_0 = \frac{1-\frac{1}{\rho} \sum_{i=1}^{n} (s^i_0/y_0)}{1+\frac{1}{\rho} \sum_{r=1}^{s} (s^r_0/y_0)} \\
\text{s.t.} \ & x_0 = \sum_{j=1}^{n} x_{ij} \lambda_j + s^-_i, i = 1, \ldots, m, \\
& y_0 = \sum_{j=1}^{n} y_{ij} \lambda_j - s^+_i, r = 1, \ldots, s, \\
& \lambda_j \geq 0, j = 1, \ldots, m, \\
& s^-_i \geq 0, i = 1, \ldots, n, \\
& s^+_r \geq 0, r = 1, \ldots, s.
\end{align*}
\]

(2)

The left-hand sides of the constraints in the SBM model form the efficient frontier of the model. The objective function in SBM is a function of input and output slacks that would otherwise be neglected in the classical DEA model. The SBM efficiency score is bounded between zero and one, and the lower the score, the lower the relative efficiency [35]. This paper will use a superscript "\( * \)" to denote the optimal solution value of a variable in the SBM model.

The SBM model is a fractional programming problem which can be transformed into a linear problem by using the Charnes–Cooper transformation (see Charnes et al. [1]). Refer to Tone [35] for details. Let the optimal solution of SBM be \( \rho^*, s^*_- , s^*_+ , \lambda^*_k \). Tone [35] defines that a DMU is SBM-efficient if \( \rho^* = 1 \). Equivalently, a DMU is SBM-efficient if \( s^*_- = s^*_+ = 0 \) for all \( i \) and \( r \).

Tone and Tsutsui [36] proposed a network DEA with slacks-based measure to evaluate both divisional and overall efficiencies of DMUs.

3. The Generalized Network Slacks-Based Measure Approach for Basic Two-Stage Structure

The reference set in a traditional network SBM approach is the efficient DMUs. However, in reality, there are many evaluation problems, and the objects that the DMUs need to compare are not efficient ones, they might use specified special units or standard ones; for instance, in the transition from the planned economy of China to a market-oriented economy of China, the decision maker does not compare with efficient enterprise, but compare with the model of reform according to the market economy allocation. Based on the study in Ma [48], we propose the generalized network SBM approach. In the generalized network SBM approach, the reference set can be the efficient DMUs, normal DMUs, inefficient DMUs, special DMUs, or non-DMUs [49]. These five categories are called the sample units (SUs) (see Figure 1 [49]).

From the reference set of evaluation, Figure 1 illustrates that the perspective of generalized network SBM is different from that of a traditional network SBM when dealing with problems. In the traditional network SBM approach, the reference set is made of all the efficient DMUs. The decision maker can only get information which is compared with efficient DMUs. In the generalized network SBM approach, the decision maker can get more information by choosing the reference set freely.
The objects to be compared are not only efficient DMUs, but also normal DMUs (such as the criterion for judging a university’s level of scientific research), inefficient DMUs, or special DMUs (such as the selected sample, standards or some specific objects).

Let $A$ be DMUs set, $B$ be the reference set (or SUs set). The relationship between DMUs set and SUs set in the generalized network SBM approach is shown in Figure 2.

Consider the basic two-stage structure in Figure 3. We assume that there are $n$ DMUs are observed, and there are $\pi$ SUs in the reference set. The DMUs and SUs have $m$ inputs and $s$ outputs, and contain two divisions. There are $h$ intermediate products between two divisions.

DMU $(x_{ip}, y_{ip}, z_{ip}), p = 1, \ldots, n$. SU $(\bar{x}_j, \bar{y}_j, \bar{z}_j), j = 1, \ldots, \pi$. The Division 1 uses $m$ exogenous inputs $x_{ip}(\bar{x}_j)(i = 1, \ldots, m)$ to produce $h$ endogenous outputs (intermediate products) $z_{gp}(\bar{z}_j)(g = 1, \ldots, h)$. The Division 2 treats $z_{gp}(\bar{z}_j)(g = 1, \ldots, h)$ as endogenous inputs to produce $s$ exogenous outputs $y_{ip}(\bar{y}_j)(r = 1, \ldots, s)$.

$T_{SU} = \{(\bar{x}_1, \bar{y}_1, \bar{z}_1), (\bar{x}_2, \bar{y}_2, \bar{z}_2), \ldots, (\bar{x}_\pi, \bar{y}_\pi, \bar{z}_\pi)\}$ is the SUs set.
\( T_{\text{DMU}} = \{(x_1, y_1, z_1), (x_2, y_2, z_2), \ldots, (x_n, y_n, z_n)\} \) is the DMUs set. If \( T_{\text{SU}} = T_{\text{DMU}} \), it was the self-evaluation system.

Kao [15] believes that there may be potential conflicts between the intermediate products of the two divisions. As shown in Figure 3, the Division 1 may need to increase intermediate outputs to improve its efficiency, but such an approach will increase the inputs of the Division 2, thus reducing the efficiency of the Division 2 [15]. For intermediate products, Tone and Tsutsui [36] proposed two cases. One is the free-link value case, and the other is the fixed link value case. To resolve this potential conflict between the two divisions, and to discuss the projection properties of the DMU, Chen et al. [9] proposed the variable intermediate measures SBM (VSBM) model. Intermediate measures is a variable, and can increase or decrease freely in the VSBM model.

According to the study of Chen et al. [9], and structural nature of the production possibility set in Tone and Tsutsui [36], the production possibility set of \( n \) SUs is defined as

\[
T_2 = \{(x, y, z)| x \geq \sum_{j=1}^{n} \bar{x}_j \lambda_j^{(1)}, y \leq \sum_{j=1}^{n} \bar{y}_j \lambda_j^{(2)}, \sum_{j=1}^{n} \bar{z}_j \lambda_j^{(1)} = z = \sum_{j=1}^{n} \bar{z}_j \lambda_j^{(2)} , \delta \sum_{j=1}^{n} \lambda_j^{(1)} = \delta \sum_{j=1}^{n} \lambda_j^{(2)} = \delta, \lambda_j^{(1)} \geq \delta = 1, \text{ and } \lambda_j^{(2)} \geq 0, j = 1, \ldots, n \}. \tag{3}
\]

The parameter \( \delta \) is a binary parameter which equals only 0 or 1. Here \( \delta = 0 \) indicates constant returns to scale, while \( \delta = 1 \) indicates variable returns to scale. \( T_2 \) is called the sample production possibility set.

Based on model in Chen et al. [9], and the sample production possibility set \( T_2 \), we propose the generalized network SBM model for basic two-stage structure (hereinafter referred to as the G-BNSBM_2 model), see model (4). Intermediate measures \( \hat{z}_{gp} (g = 1, \ldots, h) \) are variables.

\[
\begin{align*}
\min & \quad \frac{1 - \frac{1}{n} \sum_{i=1}^{n} \bar{z}_i}{1 + \frac{1}{n} \sum_{i=1}^{n} \bar{z}_i}
\text{s.t.} & \quad x_{ip} = \sum_{j=1}^{n} \bar{x}_{ij} \lambda_j^{(1)} + s_i^+, i = 1, \ldots, m, \\
& \quad z_{gp} = \sum_{j=1}^{n} \bar{z}_{ij} \lambda_j^{(1)} s_g = 1, \ldots, h, \\
& \quad z_{gp} = \sum_{j=1}^{n} \bar{z}_{ij} \lambda_j^{(2)} s_g = 1, \ldots, h, \\
& \quad y_{rp} = \sum_{j=1}^{n} \bar{y}_{ij} \lambda_j^{(2)} - s_r^+, r = 1, \ldots, s, \\
& \quad \delta \sum_{j=1}^{n} \lambda_j^{(1)} = \delta \sum_{j=1}^{n} \lambda_j^{(2)} = \delta, \\
& \quad \lambda_j^{(1)}, \lambda_j^{(2)} \geq 0, j = 1, \ldots, n, \\
& \quad s_i^+ \geq 0, \quad s_r^+ \geq 0, i = 1, \ldots, m; r = 1, \ldots, s.
\end{align*}
\tag{4}
\]

The model (4) is fractional programming, which can be transformed into a linear programming problem by the Charnes–Cooper transformation [1]. Since the DMUs set and SUs set are not necessarily the same, the model (4) may not have a feasible solution.

When the model (4) has a feasible solution, this paper will use a superscript \( \ast \) to denote the optimal solution value of a variable in model (4). The optimal solution of model (4) is \( s_i^+ \geq 0, i = 1, \ldots, m; s_r^+ \geq 0, r = 1, \ldots, s; \lambda_j^{(k)} \geq 0, k = 1, 2, j = 1, \ldots, n; \hat{z}_{gp}, s_g = 1, \ldots, h \).

Chen et al. [9] proposed the definition of VSBM efficient, and derived efficient frontier projection for each DMU based on the VSBM model. According to Kao’s study [8], this definition of VSBM efficient
is the external evaluation. The intermediate products are not considered in calculating the VSBM efficiency for each DMU. Based on studies in Kao [8,39], this paper considers the intermediate products in calculating the overall efficiency for each DMU. This paper firstly calculates the divisional efficiency.

$z_{gp}^*$ is the target intermediate product value of the DMU $(x_p, y_p, z_p)$. $z_{gp}$ can be regarded as the target point of the endogenous output of the Division 1 and the endogenous input of the Division 2. $z_{gp}$ is the actual intermediate product value of the DMU $(x_p, y_p, z_p)$. If $z_{gp}^*$, $z_{gp}$ are regarded as the endogenous outputs of the Division 1, let $t_{g}^{+*} = z_{gp}^* - z_{gp} = \sum_{j=1}^{h} \frac{g_j}{x_p}1^{(1)*} - z_{gp}, g = 1, \ldots, h$. Denote $t_{g}^{+*}$ as the insufficient amount of the intermediate product as endogenous output of the Division 1. The slack variable $t_{g}^{+*}$ can be positive, negative or zero. If $t_{g}^{+*}$ is negative, the actual endogenous output $z_{gp}$ of the Division 1 is higher than the expected endogenous output $z_{gp}^*$. This indicates that the endogenous output of the Division 1 is efficient. If $z_{gp}^*$, $z_{gp}$ are regarded as the endogenous inputs of the Division 2, let $t_{g}^{-*} = z_{gp}^* - z_{gp} = \sum_{j=1}^{h} \frac{g_j}{x_p}1^{(2)*}, g = 1, \ldots, h$. Denote $t_{g}^{-*}$ as the excessive amount of the intermediate product as endogenous input of the Division 2. The slack variable $t_{g}^{-*}$ can be positive, negative or zero. If $t_{g}^{-*}$ is negative, the actual endogenous input $z_{gp}$ of the Division 2 is lower than the expected endogenous input $z_{gp}^*$. This indicates that the endogenous input of the Division 2 is efficient. Due to $\sum_{j=1}^{h} \frac{g_j}{x_p}1^{(1)*} = \sum_{j=1}^{h} \frac{g_j}{x_p}1^{(2)*}$, $t_{g}^{+*}$ is the opposite of $t_{g}^{-*}$, with $t_{g}^{+*} = -t_{g}^{-*}, g = 1, \ldots, h$. The efficiencies of the two divisions are calculated as Definition 1.

**Definition 1.** If the model (4) has a feasible solution, the divisional efficiencies of the DMU $(x_p, y_p, z_p)$ relative to the SUs are

$$
\theta^{(1)} = 1 - \frac{1}{h} \sum_{g=1}^{h} s_{gp}^{+*} z_{gp}^{*} = 1 - \frac{1}{h} \sum_{g=1}^{h} t_{g}^{+*} z_{gp}^{*}, \\
\theta^{(2)} = 1 + \frac{1}{h} \sum_{g=1}^{h} t_{g}^{-*} z_{gp}^{*} + \frac{s}{s} \sum_{r=1}^{s} y_{rp}^{*}.
$$

Kao [39] proposed the internal evaluation efficiency which is a weighted average of the divisional efficiency. Based on the study of Kao [39], we let the weights of the two divisions be

$$
\omega^{(1)} = 1 + \frac{1}{h} \sum_{g=1}^{h} t_{g}^{+*} z_{gp}^{*}, \omega^{(2)} = 1 + \frac{1}{h} \sum_{g=1}^{h} t_{g}^{-*} z_{gp}^{*} + \frac{s}{s} \sum_{r=1}^{s} y_{rp}^{*}.
$$

Considering the intermediate products, this paper calculates the overall efficiency as Definition 2.

**Definition 2.** If the model (4) has a feasible solution, the overall efficiency of the DMU $(x_p, y_p, z_p)$ relative to the SUs is

$$
\theta = \omega^{(1)} \theta^{(1)} + \omega^{(2)} \theta^{(2)} = 1 - \frac{1}{h} \left[ \frac{1}{h} \sum_{g=1}^{h} \frac{1}{x_p} \sum_{i=1}^{m} s_{ip}^{+*} z_{gp}^{*} + \frac{1}{h} \sum_{g=1}^{h} t_{g}^{+*} z_{gp}^{*} \right], \\
\omega^{(1)} = 1 + \frac{1}{h} \sum_{g=1}^{h} t_{g}^{+*} z_{gp}^{*} + \frac{s}{s} \sum_{r=1}^{s} y_{rp}^{*}.
$$

If the model (4) is infeasible, the overall efficiency and divisional efficiency of the DMU cannot be calculated concretely. The model (4) is infeasible, because there is exogenous input of Division 1 which is smaller relative to SUs, or there is exogenous output of Division 2 which is bigger relative to SUs. Let $\alpha_{i}^{*}$ be the expected increased amount of exogenous input of Division 1 relative to SUs. Let $\alpha_{i}^{*}$ be the expected reduction amount of the exogenous outputs of Division 2 relative to SUs. Based on the above consideration, we propose the improved generalized network SBM model for basic two-stage
structure (hereinafter referred to as the \( G - B N S B M_2 \) model), see model (8). Intermediate measures \( z_{gp}(g = 1, \ldots, h) \) are variables.

\[
\begin{align*}
\min & \quad \frac{1 + \frac{1}{m} \sum_{i=1}^{m} \alpha_i^*}{1 - \frac{1}{m} \sum_{i=1}^{m} \alpha_i^*} \\
\text{s.t.} & \quad x_{ip} + \alpha_i^* - \sum_{j=1}^{m} \beta_j^* \beta_i^* \geq 0, i = 1, \ldots, m, s_j \leq 1, \ldots, m, s_r = 1, \ldots, s; \lambda^{(1)}_j, \lambda^{(2)}_j \geq 0, j = 1, \ldots, \pi, \end{align*}
\]

(8)

The model (8) is fractional programming, which can be transformed into a linear programming problem by the Charnes–Cooper transformation \([1]\). This paper will use a superscript \( ^{\ast \ast} \) to denote the optimal solution value of a variable in model (8). The optimal solution of model (8) is \( \alpha_i^{\ast \ast} \geq 0, i = 1, \ldots, m; \alpha_i^{\ast \ast} \geq 0, r = 1, \ldots, s; \lambda^{(1)}_j, \lambda^{(2)}_j \geq 0, j = 1, \ldots, \pi; z_{gp}^{\ast \ast}, g = 1, \ldots, h. \)

\( z_{gp}^{\ast \ast} \) is the target intermediate product value of the DMU \((x_{ip}, y_{ip}, z_{gp})\). \( z_{gp}^{\ast} \) can be regarded as the target point of the endogenous output of the Division 1 and the endogenous input of the Division 2. \( z_{gp} \) is the actual intermediate product value of the DMU \((x_{ip}, y_{ip}, z_{gp})\). If \( z_{gp}^{\ast \ast}, z_{gp}^{\ast} \) are regarded as the endogenous outputs of the Division 1, let \( z_{gp} + \beta_1^{\ast \ast} = z_{gp}^{\ast \ast} = \sum_{j=1}^{\pi} \pi_j \lambda^{(1)}_j, g = 1, \ldots, h. \) Denote \( \beta_1^{\ast \ast} \) as the expected increased amount of the intermediate product as endogenous output of the Division 1. The variable \( \beta_1^{\ast \ast} \) can be positive, negative or zero. If \( z_{gp}^{\ast \ast}, z_{gp}^{\ast} \) are regarded as the endogenous inputs of the Division 2, let \( z_{gp} + \beta_1^{\ast \ast} = z_{gp}^{\ast \ast} = \sum_{j=1}^{\pi} \pi_j \lambda^{(1)}_j, g = 1, \ldots, h. \) Denote \( \beta_1^{\ast \ast} \) as the expected increased amount of the intermediate product as endogenous input of the Division 2. The variable \( \beta_1^{\ast \ast} \) can be positive, negative or zero. Due to \( \sum_{j=1}^{\pi} \pi_j \lambda^{(1)}_j = \sum_{j=1}^{\pi} \pi_j \lambda^{(2)}_j, \beta_1^{\ast \ast} \) is the opposite of \( \beta_1^{\ast \ast} \), with \( \beta_1^{\ast \ast} = -\beta_1^{\ast \ast}, g = 1, \ldots, h. \) The efficiencies of the two divisions are calculated as Definition 3.

**Definition 3.** If the model (4) is infeasible, model (8) is calculated. The divisional efficiencies of the DMU \((x_{ip}, y_{ip}, z_{gp})\) relative to the SUs are

\[
\rho^{(1)} = \frac{1 + \frac{1}{m} \sum_{i=1}^{m} \alpha_i^*}{1 - \frac{1}{m} \sum_{i=1}^{m} \alpha_i^*}, \quad \rho^{(2)} = \frac{1 + \frac{1}{h} \sum_{s=1}^{h} \beta_s^*}{1 - \frac{1}{h} \sum_{s=1}^{h} \beta_s^*}, \quad \rho^{(3)} = \frac{1 + \frac{1}{s} \sum_{r=1}^{s} \alpha_r^*}{1 - \frac{1}{s} \sum_{r=1}^{s} \alpha_r^*}.
\]

(9)
We let the weights of the two divisions be
\[
  w^{(1)} = \frac{1 - \frac{1}{h} \sum_{g=1}^{h} \frac{\beta^*_g}{x_{yp}}}{2 - \frac{1}{h} \sum_{g=1}^{h} \frac{\beta^*_g}{x_{yp}}} - w^{(2)} = \frac{1 - \frac{1}{s} \sum_{r=1}^{s} \frac{\alpha^*_r}{y_{yp}}}{2 - \frac{1}{s} \sum_{r=1}^{s} \frac{\alpha^*_r}{y_{yp}}}
\]  

(10)

Definition 4. If the model (4) is infeasible, model (8) is calculated. The overall efficiency of the DMU \((x_{yp}, y_{yp}, z_{yp})\) relative to the SUs is
\[
  \rho = w^{(1)} \rho^{(1)} + w^{(2)} \rho^{(2)} = \frac{1 + \frac{1}{m} \sum_{i=1}^{m} \frac{\alpha^*_{yi}}{y_{yp}} + \frac{1}{h} \sum_{g=1}^{h} \frac{\beta^*_g}{x_{yp}}}{1 - \frac{1}{s} \sum_{r=1}^{s} \frac{\alpha^*_r}{y_{yp}}}
\]  

(11)

4. The Generalized Network Slacks-Based Measure Approach for General Multi-Stage Structure

In this paper, we have proposed a generalized network SBM approach for basic two-stage structure which is a closed system, where the outputs from Division 1 become the inputs to the Division 2, and where no other inputs enter the process in Division 2 as shown in Figure 3. While the basic two-stage structure does exist in production processes, there are processes whose structure do not fulfill the condition in Figure 3. The more prevalent production processes are those where both stages are allowed to consume exogenous inputs and to produce exogenous outputs. This structure is a general network structure which is open system. This section extends our proposed approach to general network structure.

We assume that there are \(n\) DMUs are observed, and there are \(\pi\) SUs in the reference set. The DMUs and SUs have \(m\) inputs and \(s\) outputs, and contain \(K\) divisions. There are \(h\) intermediate products between divisions. The network structure of DMUs and SUs is the general multi-stage structure as shown in Figure 4.

![Diagram of the general multi-stage structure](image-url)

Figure 4. The general multi-stage structure.

The Division \(k\) of DMU \((x_{yp}^{(k)}, y_{yp}^{(k)}, z_{yp}^{(k)})\) \((p = 1, \ldots, n)\) and SU \((\bar{x}_{ij}^{(k)}, \bar{y}_{ij}^{(k)}, \bar{z}_{ij}^{(k)})\) \((j = 1, \ldots, \pi)\) consumes exogenous inputs \(x_{yp}^{(k)} (\bar{x}_{ij}^{(k)})\), \(i \in I^{(k)}\) and the endogenous inputs \(z_{yp}^{(k-1)} (\bar{z}_{ij}^{(k-1)})\), \(g \in G^{(k-1)}\) produced by Division \(k-1\) to produce the exogenous outputs \(y_{yp}^{(k)} (\bar{y}_{ij}^{(k)})\), \(r \in O^{(k)}\) and the endogenous outputs \(z_{yp}^{(k+1)} (\bar{z}_{ij}^{(k+1)})\), \(g \in G^{(k)}\) for Division \(k + 1\) to use. Let \(I^{(k)}\) denote the set of the indices of the exogenous inputs of the Division \(k\). \(I^{(k)}\) are disjoint for all divisions, \(I^{(k)} \subset [1, 2, \ldots, m]\), and \(\cup_{k=1}^{K} I^{(k)} = [1, \ldots, m]\). Let \(O^{(k)}\) denote the set of the indices of the exogenous outputs of the Division \(k\). \(O^{(k)}\) are disjoint for all divisions, \(O^{(k)} \subset [1, 2, \ldots, s]\), and \(\cup_{k=1}^{K} O^{(k)} = [1, \ldots, s]\). \(z_{yp}^{(k-1)} (\bar{z}_{ij}^{(k-1)})\), \(g \in G^{(k-1)}\) are the intermediate products connecting the Division \(k-1\) and the Division \(k\). Let \(G^{(k-1)}\) denote the set of the indices of the endogenous inputs of the Division \(k\). \(z_{yp}^{(k+1)} (\bar{z}_{ij}^{(k+1)})\), \(g \in G^{(k)}\) are
the intermediate products connecting the Division $k$ and the Division $k+1$. Let $G^{(k)}$ denote the set of the indices of the endogenous outputs of Division $k$. $G^{(k)}$ are disjoint for all divisions, $G^{(k)} \subset \{1, 2, \ldots, h\}$, and $\bigcup_{k=1}^{K-1} G^{(k)} = \{1, \ldots, h\}$. The Division $k$ of DMU $(x_p^{(k)}, y_p^{(k)}, z_p^{(k)})$ and SU $(x_j^{(k)}, y_j^{(k)}, z_j^{(k+1)})$ has $[G^{(k-1)}]$ endogenous inputs, $[f^{(k)}]$ exogenous inputs, $[O^{(k)}]$ exogenous outputs and $[a^{(k)}]$ endogenous outputs. It should be noted that the Division 1 does not have an endogenous input and the Division K does not have an endogenous output.

The parameter $\delta$ is a binary parameter which equals only 0 or 1. Here $\delta = 0$ indicates constant returns to scale, while $\delta = 1$ indicates variable returns to scale. $T_K$ is called sample production possibility set.

According to the construction idea of the G-BNSBM$_2$ model, we propose the generalized network SBM model for general multi-stage structure (hereinafter referred to as the G-GNSBM$_K$ model, see model (13). Intermediate measures $s^{(k+1)}_{sp}$ ($g \in G^{(k)}$) are variables.

$$
\begin{align*}
\min & \quad \frac{1-\frac{1}{n} \sum_{k=i}^{z_{(k-1)}} \frac{x_{(k)}^{(i)}}{y_{(k)}^{(i)}}}{1+\frac{1}{n} \sum_{k=O(k)} \frac{y_{(k)}^{(i)}}{x_{(k)}^{(i)}}} \\
\text{s.t.} & \quad x_{i}^{(k)} = \frac{\prod_{j=1}^{n} y_{ij}^{(k)} \lambda_{ij}^{(k)}}{y_{ip}^{(k)}} + s_{i}^{(k)}, \quad i \in I^{(k)}, \quad k = 1, \ldots, K , \\
& \quad y_{r}^{(k)} = \frac{\prod_{j=1}^{n} y_{ij}^{(k)} \lambda_{ij}^{(k)}}{x_{ip}^{(k)}} - s_{r}^{(k)}, \quad r \in O^{(k)}, \quad k = 1, \ldots, K , \\
& \quad z_{1}^{(k+1)} = \prod_{j=1}^{n} z_{ij}^{(k+1)} \lambda_{ij}^{(k)}, \quad g \in G^{(k)}, \quad k = 1, \ldots, K - 1 , \\
& \quad z_{1}^{(k+1)} = \prod_{j=1}^{n} z_{ij}^{(k+1)} \lambda_{ij}^{(k+1)}, \quad g \in G^{(k)}, \quad k = 1, \ldots, K - 1 , \\
& \quad \delta \sum_{j=1}^{n} \lambda_{ij}^{(k)} = \delta \lambda_{ij}^{(k)} \geq 0, \quad j = 1, \ldots, n, k = 1, \ldots, K , \\
& \quad s_{i}^{(k)} \geq 0, \quad i \in I^{(k)}, \quad k = 1, \ldots, K , \\
& \quad s_{r}^{(k)} \geq 0, \quad r \in O^{(k)}, \quad k = 1, \ldots, K .
\end{align*}
$$

(13)

The model (13) is fractional programming, which can be transformed into linear programming by Charnes–Cooper transformation [1]. Since the DMUs set and the SUs set are not necessarily the same, the model (13) may not have a feasible solution.

When the model (13) has a feasible solution, this paper will use a superscript "opt" to denote the optimal solution value of a variable in model (13). The optimal solution of model (13) is $s_{i}^{(k)} \rightarrow^{opt} \geq 0, i \in I^{(k)}$; $s_{r}^{(k)} \rightarrow^{opt} \geq 0, r \in O^{(k)}; \lambda_{ij}^{(k)} \rightarrow^{opt} \geq 0, j = 1, \ldots, n, \prod_{j=1}^{n} z_{ij}^{(k+1)}, \quad g \in G^{(k)}$. 

$z_{gp}^{(k+1)*}$ is the target intermediate product value of the DMU $(x_p^{(k)}, y_p^{(k)}, z_p^{(k+1)})$. $z_{gp}^{(k+1)}$ is the actual intermediate product value of the DMU $(x_p^{(k)}, y_p^{(k)}, z_p^{(k+1)})$. If $z_{gp}^{(k+1)*}$, $z_{gp}^{(k+1)}$ are regarded as the endogenous outputs of the Division $k$, let $t_s^{(k+)*} = z_{gp}^{(k+1)*} - z_{gp}^{(k+1)}$, $g \in G(k)$. Denote $t_s^{(k+)*}$ as the insufficient amount of the intermediate product as endogenous output of the Division $k$. The slack variable $t_s^{(k+)*}$ can be positive, negative or zero. If $t_s^{(k+)*}$ is negative, the actual endogenous output $z_{gp}^{(k+1)}$ of the Division $k$ is higher than the expected endogenous output $z_{gp}^{(k+1)*}$. This indicates that the endogenous output of the Division $k$ is efficient. If $z_{gp}^{(k+1)*}$, $z_{gp}^{(k+1)}$ are regarded as the endogenous inputs of the Division $k+1$, let $t_s^{(k+)*} = z_{gp}^{(k+1)} - z_{gp}^{(k+1)*}$, $g \in G(k)$. Denote $t_s^{(k+)*}$ as the excessive amount of the intermediate product as endogenous input of the Division $k+1$. The slack variable $t_s^{(k+)*}$ can be positive, negative or zero. If $t_s^{(k+)*}$ is negative, the actual endogenous input $z_{gp}^{(k+1)}$ of the Division $k+1$ is lower than the expected endogenous input $z_{gp}^{(k+1)*}$. This indicates that the endogenous input of the Division $k+1$ is efficient. Obviously, $t_s^{(k+)*} = -t_s^{(k+)*}$, $g \in G(k)$. The efficiencies of the two divisions are calculated as Definition 5.

**Definition 5.** If the model (13) has a feasible solution, the divisional efficiencies of the DMU $(x_p^{(k)}, y_p^{(k)}, z_p^{(k+1)})$ relative to the SUs are

$$
\theta^{(k)} = \frac{1 - \frac{1}{|O(k)| + |G(k)|} \left[ \sum_{i \in I(k)} s_{ip}^{(k+)*} + \sum_{g \in G(k)} t_s^{(k+)*} \right]}{1 + \frac{1}{|O(k)| + |G(k)|} \left[ \sum_{i \in I(k)} s_{ip}^{(k+)*} + \sum_{g \in G(k)} t_s^{(k+)*} \right]} (k = 2, \ldots, K - 1),
$$

$$
\theta^{(1)} = \frac{1 - \frac{1}{|O(k)| + |G(k)|} \sum_{i \in I(k)} s_{ip}^{(1+)*}}{1 + \frac{1}{|O(k)| + |G(k)|} \sum_{i \in I(k)} s_{ip}^{(1+)*}} \theta^{(k)} = \frac{1 - \frac{1}{|O(k)| + |G(k)|} \left[ \sum_{i \in I(k)} s_{ip}^{(k+)*} + \sum_{g \in G(k)} t_s^{(k+)*} \right]}{1 + \frac{1}{|O(k)| + |G(k)|} \left[ \sum_{i \in I(k)} s_{ip}^{(k+)*} + \sum_{g \in G(k)} t_s^{(k+)*} \right]}.
$$

Similar to the basic two-stage structure, the overall efficiency is defined as a weighted average of the divisional efficiencies. Let the weight associated with Division $k$ be

$$
\omega^{(k)} = \frac{1 + \frac{1}{|O(k)| + |G(k)|} \left[ \sum_{i \in O(k)} s_{ip}^{(k+)*} + \sum_{g \in G(k)} t_s^{(k+)*} \right]}{K + \sum_{k=1}^{K-1} \frac{1}{|O(k)| + |G(k)|} \left[ \sum_{i \in O(k)} s_{ip}^{(k+)*} + \sum_{g \in G(k)} t_s^{(k+)*} \right]} (k = 1, \ldots, K - 1),
$$

$$
\omega^{(K)} = \frac{1 + \frac{1}{|O(k)| + |G(k)|} \sum_{i \in O(k)} s_{ip}^{(k+)*}}{K + \sum_{k=1}^{K-1} \frac{1}{|O(k)| + |G(k)|} \left[ \sum_{i \in O(k)} s_{ip}^{(k+)*} + \sum_{g \in G(k)} t_s^{(k+)*} \right]} + \frac{1}{|O(k)|} \sum_{i \in O(k)} s_{ip}^{(k+)*}.
$$

**Definition 6.** If the model (13) has a feasible solution, the overall efficiency of the DMU $(x_p^{(k)}, y_p^{(k)}, z_p^{(k+1)})$ relative to the SUs is
\[
\theta = \sum_{k=1}^{K} \omega_k(\theta) \frac{1}{k^{[\theta]}} = \frac{1 - \frac{1}{k^{[\theta]}}}{K} \sum_{k=1}^{K} \frac{\omega_k}{x_p^k} - \frac{K}{k} \frac{1}{k^{[\theta]}} \left[ \sum_{k=1}^{K} \frac{\omega_k}{x_p^k} - \sum_{r \in G(k)} \frac{\omega_k^r}{y_p^r} + \sum_{r \in G(k)} \frac{\omega_k^r}{y_p^r} \right] + \frac{1}{k^{[\theta]}} \sum_{k=1}^{K} \frac{\omega_k}{x_p^k} - \sum_{r \in G(k)} \frac{\omega_k^r}{y_p^r}
\] (18)

If the model (13) is infeasible, the overall efficiency and divisional efficiency of the DMU \((x_p^k, y_p^k, z_p^{(k+1)})\) cannot be calculated concretely. The model (13) is infeasible, there is exogenous input of Division \(k\) which is smaller relative to SUs, or there is exogenous output of Division \(k\) which is bigger relative to SUs. Let \(\alpha_i^{(k)}(i \in I(k), k = 1, \ldots, K)\) be the expected increased amount of exogenous inputs of Division \(k\) relative to SUs. Let \(\alpha_r^{(k)}(r \in O(k), k = 1, \ldots, K)\) be the expected reduced amount of the exogenous outputs of Division \(k\) relative to SUs. Based on the above consideration, we propose an improved generalized network SBM model for general multi-stage structure (hereinafter referred to as the G – GNSBM\(_k\) model), see model (19). Intermediate measures \(z_{gr}^{(k+1)}(g \in G(k))\) are variables.

\[
\begin{align*}
\min & \sum_{k=1}^{K} \frac{\alpha_i^{(k)}}{y_p^k} \\
\text{s.t.} & \quad x_p^k + \alpha_i^{(k)} \geq \sum_{j=1}^{n} \lambda_j^{(k)} y_p^k, i \in I(k), k = 1, \ldots, K, \\
& \quad y_p^k - \alpha_r^{(k)} \leq \sum_{j=1}^{n} \lambda_j^{(k)} y_p^k, r \in O(k), k = 1, \ldots, K, \\
& \quad z_{gr}^{(k+1)} = \sum_{j=1}^{n} \lambda_j^{(k+1)} z_{gr}^{(k+1)}, g \in G(k), k = 1, \ldots, K - 1, \\
& \quad z_{gr}^{(k+1)} = \sum_{j=1}^{n} \lambda_j^{(k+1)} z_{gr}^{(k+1)}, g \in G(k), k = 1, \ldots, K - 1, \\
& \quad \delta \sum_{j=1}^{n} \lambda_j^{(k)} \geq 0, j = 1, \ldots, \pi_k, k = 1, \ldots, K, \\
& \quad \alpha_i^{(k)} \geq 0, i \in I(k), k = 1, \ldots, K, \\
& \quad 0 \leq \alpha_i^{(k)} \leq y_p^k, r \in O(k), k = 1, \ldots, K.
\end{align*}
\] (19)

The model (19) is fractional programming, which can be transformed into a linear programming problem by the Charnes–Cooper transformation [1]. This paper will use a superscript \(*\) to denote the optimal solution value of a variable in model (19). The optimal solution of model (19) is \(\alpha_i^{(k)*} \geq 0, i \in I(k); \alpha_r^{(k)*} \geq 0, r \in O(k); \lambda_j^{(k)*} \geq 0, j = 1, \ldots, \pi_k, z_{gr}^{(k+1)*}, g \in G(k). \)

\(z_{gr}^{(k+1)*}\) is the target intermediate product value of the DMU \((x_p^k, y_p^k, z_p^{(k+1)})\). \(z_{gr}^{(k+1)*}\) is the actual intermediate product value of the DMU \((x_p^k, y_p^k, z_p^{(k+1)})\). If \(z_{gr}^{(k+1)*}, z_{gr}^{(k+1)*}\) are regarded as the endogenous outputs of the Division \(k\), let \(z_{gr}^{(k+1)*} - \beta_g^{(k+1)*} = z_{gr}^{(k+1)*}, g \in G(k)\). Denote \(\beta_g^{(k+1)*}\) as the expected reduction amount of the intermediate product as endogenous output of the Division \(k\). The variable \(\beta_g^{(k+1)*}\) can be positive, negative or zero. If \(z_{gr}^{(k+1)*}, z_{gr}^{(k+1)*}\) are regarded as the endogenous inputs of the Division \(k+1\), let \(z_{gr}^{(k+1)*} + \beta_g^{(k)*} = z_{gr}^{(k+1)*}, g \in G(k)\). Denote \(\beta_g^{(k)*}\) as the expected increased amount of the intermediate product as endogenous input of the Division \(k+1\). The variable \(\beta_g^{(k)*}\) can be positive, negative or zero. Obviously, \(\beta_g^{(k)*} = -\beta_g^{(k+1)*}, g \in G(k)\). The efficiencies of the two divisions are calculated as Definition 7.
Definition 7. If the model (13) is infeasible, model (19) is calculated. The divisional efficiencies of the DMU $(x_p^{(k)}, y_p^{(k)}, z_p^{(k+1)})$ relative to the SUs are

$$
\rho^{(k)} = \frac{1}{|O^{(k)}| + |G^{(k-1)}|} \left[ \sum_{r \in O^{(k)}} \alpha_r^{(k)} - \sum_{g \in G^{(k-1)}} \beta_g^{(k-1)} \right] + \frac{1}{\rho^{(1)}} \left[ \sum_{r \in O^{(k)}} \alpha_r^{(1)} - \sum_{g \in G^{(k-1)}} \beta_g^{(1)} \right] (k = 2, \ldots, K-1),
$$

$$
\rho^{(1)} = \frac{1}{|O^{(1)}| + |G^{(1)}|} \left[ \sum_{r \in O^{(1)}} \alpha_r^{(1)} - \sum_{g \in G^{(1)}} \beta_g^{(1)} \right] + \frac{1}{\rho^{(1)}} \left[ \sum_{r \in O^{(1)}} \alpha_r^{(1)} - \sum_{g \in G^{(1)}} \beta_g^{(1)} \right].
$$

Similar to the basic two-stage structure, the overall efficiency is defined as a weighted average of the divisional efficiencies. Let the weight associated with division $k$ be

$$
\omega^{(k)} = \frac{1}{|O^{(k)}| + |G^{(k-1)}|} \left[ \sum_{r \in O^{(k)}} \alpha_r^{(k)} - \sum_{g \in G^{(k-1)}} \beta_g^{(k-1)} \right] + \frac{1}{\omega^{(1)}} \left[ \sum_{r \in O^{(k)}} \alpha_r^{(1)} - \sum_{g \in G^{(k-1)}} \beta_g^{(1)} \right] (k = 1, \ldots, K-1),
$$

$$
\omega^{(K)} = \frac{1}{|O^{(K)}| + |G^{(K-1)}|} \left[ \sum_{r \in O^{(K)}} \alpha_r^{(K)} - \sum_{g \in G^{(K-1)}} \beta_g^{(K-1)} \right] + \frac{1}{\omega^{(K)}} \left[ \sum_{r \in O^{(K)}} \alpha_r^{(K)} - \sum_{g \in G^{(K-1)}} \beta_g^{(K-1)} \right].
$$

Definition 8. If the model (13) is infeasible, model (19) is calculated. The overall efficiency of the DMU $(x_p^{(k)}, y_p^{(k)}, z_p^{(k+1)})$ relative to the SUs is

$$
\rho = \sum_{k=1}^{K} \omega^{(k)} \rho^{(k)} = \frac{1}{K} \sum_{k=1}^{K} \left[ \sum_{r \in O^{(k)}} \alpha_r^{(k)} + \sum_{g \in G^{(k-1)}} \beta_g^{(k-1)} \right] + \frac{1}{\rho^{(1)}} \left[ \sum_{r \in O^{(k)}} \alpha_r^{(1)} + \sum_{g \in G^{(k-1)}} \beta_g^{(1)} \right].
$$

5. Numerical Examples

Suppose there are 10 power companies of the same type. The operation of the power company is divided into three stages, as shown in Figure 5.

In order to further improve productivity, the 10 power companies have introduced advanced technology and equipment, thus effectively improving production. This paper uses the generalized network SBM model to analyze the efficiency changes before and after technological innovation. The inputs, outputs, and intermediate product indicators for the DMUs and SUs are listed as below:

Power generation (Division 1):
Input 1: $x_{1p}^{(1)} (x_{1j}^{(1)})$: Labor input (numbers of employees)
Power transmission (Division 2):
Input 2: \( x_{2p}^{(2)} \) (\( x_{2j}^{(2)} \)): Labor input (numbers of employees)
Output 1: \( y_{1p}^{(2)} \) (\( y_{1j}^{(2)} \)): Electric power sold to larger customers

Power distribution (Division 3):
Input 3: \( x_{3p}^{(3)} \) (\( x_{3j}^{(3)} \)): Labor input (numbers of employees)
Output 2: \( y_{2p}^{(3)} \) (\( y_{2j}^{(3)} \)): Electric power sold to small customers

Intermediate products:
\( z_{1p}^{(1,2)} \) (\( z_{1j}^{(1,2)} \)): Electric power generated (output from Division 1 and input to Division 2)
\( z_{2p}^{(2,3)} \) (\( z_{2j}^{(2,3)} \)): Electric power sent (output from Division 2 and input to Division 3)

\[
\begin{align*}
\text{Labor input } & x_{1p}^{(1)} \\
\text{Electric power generated } & z_{1p}^{(1,2)} \\
\text{Electric power sent } & z_{2p}^{(2,3)} \\
\text{Power generation } & \rightarrow \\
\text{Power transmission } & \rightarrow \\
\text{Power distribution } & \rightarrow \\
\text{Electric power sold to large customers } & y_{1p}^{(2)} \\
\text{Electric power sold to small customers } & y_{2p}^{(3)}
\end{align*}
\]

**Figure 5.** Three-stage network structure of power company operation.

Tables 1 and 2 are the relevant data of power companies before and after technological innovation (some of the data are from Tone and Tsutsui [36]). A simple descriptive statistical analysis of data is given in Table 3.

**Table 1.** Index data of power company before technological innovation [36].

<table>
<thead>
<tr>
<th>DMU</th>
<th>Division 1</th>
<th>Division 2</th>
<th>Division 3</th>
<th>Intermediate Products</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( x_{1p}^{(1)} )</td>
<td>( x_{2p}^{(2)} )</td>
<td>( y_{1p}^{(2)} )</td>
<td>( y_{3p}^{(3)} )</td>
</tr>
<tr>
<td>1</td>
<td>0.838</td>
<td>0.277</td>
<td>0.879</td>
<td>0.962</td>
</tr>
<tr>
<td>2</td>
<td>1.233</td>
<td>0.132</td>
<td>0.538</td>
<td>0.443</td>
</tr>
<tr>
<td>3</td>
<td>0.321</td>
<td>0.045</td>
<td>0.911</td>
<td>0.482</td>
</tr>
<tr>
<td>4</td>
<td>1.483</td>
<td>0.111</td>
<td>0.570</td>
<td>0.467</td>
</tr>
<tr>
<td>5</td>
<td>1.592</td>
<td>0.208</td>
<td>1.086</td>
<td>1.073</td>
</tr>
<tr>
<td>6</td>
<td>0.790</td>
<td>0.139</td>
<td>0.722</td>
<td>0.545</td>
</tr>
<tr>
<td>7</td>
<td>0.451</td>
<td>0.075</td>
<td>0.509</td>
<td>0.366</td>
</tr>
<tr>
<td>8</td>
<td>0.408</td>
<td>0.074</td>
<td>0.619</td>
<td>0.229</td>
</tr>
<tr>
<td>9</td>
<td>1.864</td>
<td>0.061</td>
<td>1.023</td>
<td>0.691</td>
</tr>
<tr>
<td>10</td>
<td>1.222</td>
<td>0.149</td>
<td>0.769</td>
<td>0.337</td>
</tr>
</tbody>
</table>
In the model (13) and (19), let 

$$x_{1p}^{(1)}, y_{1p}^{(2)}, x_{2p}^{(2)}, y_{2p}^{(2)}, x_{3p}^{(3)}, y_{3p}^{(3)}, x_{1p}^{(1)(2)}, y_{2p}^{(2)(3)}$$

In the model (25), let $10 \sum_{j=1}^{2,3} x_{1j}^{(1)} = 1$, $10 \sum_{j=1}^{2,3} y_{1j}^{(1)} = 1$, $10 \sum_{j=1}^{2,3} \lambda_{1j}^{(2)} = 1$, $10 \sum_{j=1}^{2,3} \lambda_{1j}^{(3)} = 1, j = 1, \ldots, \pi$.

$$s_{1j}^{(2)}, s_{2j}^{(3)}, s_{3j}^{(3)} \geq 0, s_{1j}^{(2)+}, s_{2j}^{(3)+} \geq 0.$$
The efficiencies of the three divisions are shown in columns 4, 8, and 11 of Table 4. The numbers in parentheses are the insufficient amount of endogenous output of the Division 2, and the calculation results are consistent with Kao [8].

\[ \eta_{1}^{t-1} = \frac{1}{2} \left( \frac{z_{1}^{t-1} + z_{2}^{t-1}}{y_{1p}^{t}} + \frac{s_{2}^{t-1}}{y_{1p}^{t}} \right), \]

\[ \eta_{2}^{t} = \frac{1}{2} \left( \frac{s_{2}^{t}}{y_{2}} + \frac{s_{3}^{t}}{y_{2}} \right), \]

\[ \eta_{3}^{t} = \frac{1}{2} \left[ (s_{1}^{t} + y_{1p}^{t}) + (t_{2}^{t+2} + z_{2p}^{t+2}) \right] / \left[ 1 + (s_{3}^{t+2} + y_{2p}^{t+2}) \right]. \]

Denote the weights associated with the three divisions as \( \omega^{(1)} = \eta_{1}/(\eta_{1} + \eta_{2} + \eta_{3}) \), \( \omega^{(2)} = \eta_{2}/(\eta_{1} + \eta_{2} + \eta_{3}) \), \( \eta_{3}/(\eta_{1} + \eta_{2} + \eta_{3}) = \omega^{(3)} \), where \( \eta_{1} = 1 + (t_{1}^{t+1} + z_{1p}^{t+1}) \), \( \eta_{2} = 1 + \frac{1}{2} \left( s_{2}^{t} + y_{1p}^{t} + t_{2}^{t+2} + z_{2p}^{t+2} \right) \), and \( \eta_{3} = 1 + (s_{2}^{t+2} + y_{2p}^{t+2}) \).

Divisions with smaller efficiencies are those that cause unsatisfactory system performance. For most DMUs, the efficiency of Division 1 is lower compared to that of the other two divisions. The Division 1 is the power generation division. The last column in Table 4 shows the overall efficiencies of 10 power companies. The calculation of overall efficiency is shown in Definition 6. The overall efficiency is a weighted average of the divisional efficiencies. For example, the overall efficiency of company 2 is 0.5170, which is equal to 0.3314 \times 0.2111 + 0.3756 \times 0.5633 + 0.2930 \times 0.8038.

When the index data of 10 power companies before technological innovation are taken as the reference SUs for evaluation, the overall efficiencies and divisional efficiencies of each power company after technological innovation are calculated (Table 5). The DMUs set and the SUs set are different.
Based on model (25), Table 5 shows the overall efficiencies and three divisional efficiencies of the 10 companies after technological innovation.

Table 4. Overall efficiencies and divisional efficiencies of 10 companies before technological innovation under the condition of variable returns to scale.

<table>
<thead>
<tr>
<th>DMU</th>
<th>$s_1^{(1)}$</th>
<th>$f_1^{(1)*}$</th>
<th>$s_2^{(1)*}$</th>
<th>$f_2^{(1)*}$</th>
<th>$s_3^{(1)*}$</th>
<th>$f_3^{(1)*}$</th>
<th>$\theta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.5170</td>
<td>-0.0580</td>
<td>0.4096</td>
<td>(0.3197)</td>
<td>0.1710</td>
<td>0.0000</td>
<td>-0.0074</td>
</tr>
<tr>
<td>2</td>
<td>0.9120</td>
<td>0.1580</td>
<td>0.2111</td>
<td>(0.3314)</td>
<td>0.0870</td>
<td>0.3730</td>
<td>0.0190</td>
</tr>
<tr>
<td>3</td>
<td>0.0000</td>
<td>0.0000</td>
<td>1.0300</td>
<td>(0.3333)</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>4</td>
<td>1.0429</td>
<td>0.0000</td>
<td>0.2962</td>
<td>(0.3334)</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>5</td>
<td>1.1726</td>
<td>0.0000</td>
<td>0.2634</td>
<td>(0.3289)</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>6</td>
<td>0.4691</td>
<td>0.1300</td>
<td>0.4695</td>
<td>(0.2945)</td>
<td>0.0807</td>
<td>0.1120</td>
<td>-0.0025</td>
</tr>
<tr>
<td>7</td>
<td>0.1301</td>
<td>0.1890</td>
<td>0.5508</td>
<td>(0.3568)</td>
<td>0.0195</td>
<td>0.3413</td>
<td>0.0030</td>
</tr>
<tr>
<td>8</td>
<td>0.0320</td>
<td>0.0000</td>
<td>0.9216</td>
<td>(0.3334)</td>
<td>1.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>9</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.3327</td>
<td>(0.3327)</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>10</td>
<td>0.9010</td>
<td>0.0440</td>
<td>0.2489</td>
<td>(0.3195)</td>
<td>0.1039</td>
<td>0.1420</td>
<td>0.0200</td>
</tr>
</tbody>
</table>

The variables in Table 5 are consistent with Table 4. The efficiencies of the three divisions are shown in columns 4, 8, and 11 of Table 5. The numbers in parentheses are the weights of the corresponding divisions for calculating the overall efficiency. The last column in Table 5 shows the overall efficiency of DMU. As can be seen from Table 5, when the model (25) is used to calculate the efficiencies of 10 power companies, it is infeasible for companies 3, 5, 8, and 9. At this time, the efficiencies of these four companies cannot be obtained by the application of model (25). The efficiency score can be further calculated by the improved model (19). The model based on (19) is:
\[
\begin{align*}
&\min \left\{ \frac{1}{\sum_{p=1}^{10} \alpha_{1p}} \frac{(x_{1p}^{(1)})^2}{x_{1p}^{(2)}}, \frac{(x_{1p}^{(2)})^2}{x_{1p}^{(3)}}, \frac{(x_{1p}^{(3)})^2}{x_{1p}^{(4)}} \right\} \\
&\text{s.t. } x_{1p}^{(1)} + x_{1p}^{(2)} \geq \sum_{j=1}^{10} x_{1j}^{(1)}, x_{1p}^{(2)} \geq \sum_{j=1}^{10} x_{1j}^{(2)}, x_{1p}^{(3)} - x_{1p}^{(2)} \leq \sum_{j=1}^{10} x_{1j}^{(3)}, x_{1p}^{(3)} - x_{1p}^{(2)} \leq \sum_{j=1}^{10} x_{1j}^{(3)}, (27)
\end{align*}
\]

In model (27), \(x_{1j}^{(1)}, x_{1j}^{(2)}, x_{1j}^{(3)}, y_{1j}^{(2)}, z_{1j}^{(2)}, z_{1j}^{(3)}\) are the data of SUs. SUs are 10 power companies before technological innovation.

The model (27) is fractional programming, let \(1 - (1/2)(\alpha_{1p}^{(2)}/x_{1p}^{(2)} + \alpha_{2p}^{(3)}/y_{2p}^{(3)}) = 1/t\),

\[t \alpha_{1p}^{(1)} = A_{1p}^{(1)}, t \alpha_{2p}^{(2)} = A_{2p}^{(2)}, t \alpha_{3p}^{(3)} = A_{3p}^{(3)}, A_{1p}^{(1)} = A_{1p}^{(2)}, A_{2p}^{(2)} = A_{2p}^{(3)}, t \lambda_{j}^{(1)} = A_{j}^{(1)}, t \lambda_{j}^{(2)} = A_{j}^{(2)}, t \lambda_{j}^{(3)} = A_{j}^{(3)}, j = 1, \ldots, 10. t \alpha_{1p}^{(2)} = Z_{1p}^{(2)}, t \alpha_{2p}^{(3)} = Z_{2p}^{(3)}. \]

Model (27) can be transformed into linear programming as follows:

\[
\begin{align*}
&\min \ t + \sum_{j=1}^{10} \left( \frac{A_{1j}^{(1)}}{x_{1p}^{(1)}} + \frac{A_{2j}^{(2)}}{x_{1p}^{(2)}} + \frac{A_{3j}^{(3)}}{x_{1p}^{(3)}} \right) \\
&\text{s.t. } t - \sum_{j=1}^{10} \frac{A_{1j}^{(2)}}{y_{2j}^{(2)}} \leq 1
\end{align*}
\]

This paper will use a superscript "*" to denote the optimal solution value of a variable in model (27).

The calculation result of model (27) is shown in Table 6.

Table 6 shows the overall efficiencies and three divisional efficiencies of companies 3, 5, 8, and 9. The efficiencies of the three divisions are shown in columns 4, 8, and 11 of Table 6. The numbers in parentheses are the weights of the corresponding divisions for calculating the overall efficiency.

The calculation of divisional efficiency is shown in Definition 7. \(\beta_{1p}^{(1)*}\) is the expected reduction amount of endogenous output of the Division 1, and \(z_{1p}^{(1,2)} - \beta_{1p}^{(1)*} = \tilde{z}_{1p}^{(1,2)}\). \(\beta_{1p}^{(1)*}\) is the expected increased amount of the endogenous input of the Division 2, and \(z_{1p}^{(1,2)} + \beta_{1p}^{(1)*} = \tilde{z}_{1p}^{(1,2)}\). Denote the efficiency of Division 1 as \(\rho^{(1)} = [1 + (\alpha_{1p}^{(1)}/x_{1p}^{(1)})] / [1 - (\beta_{1p}^{(1)*}/z_{1p}^{(1,2)})]\), \(\rho_{2p}^{(2)*}\) is the expected reduction amount of endogenous output of the Division 2, and \(z_{2p}^{(2,3)} - \beta_{2p}^{(2)*} = \tilde{z}_{2p}^{(2,3)}\). \(\beta_{2p}^{(2)*}\) is the expected increased amount of the endogenous input of the Division 3, and \(z_{2p}^{(2,3)} + \beta_{2p}^{(2)*} = \tilde{z}_{2p}^{(2,3)}\). Denote the efficiency of Division 2 as \(\rho^{(2)} = [1 + (\alpha_{2p}^{(2)}/x_{2p}^{(2)}) + (\beta_{1p}^{(1)*}/z_{1p}^{(1,2)})]) / [1 - \left(\frac{(\alpha_{2p}^{(2)}/y_{1p}^{(2)}) + (\beta_{2p}^{(2)*}/z_{2p}^{(2,3)})}{x_{2p}^{(2)}}\right)]\).
Division 3 does not have endogenous output. Denote the efficiency of Division 3 as $\rho^{(3)} = [1 + \frac{1}{2}((a_3^{(3)}) - y_3^{(3)}) + (b_2^{(3)} - z_2^{(3)})]) / [1 - (a_2^{(3)}) + y_2^{(3)}]].$ Denote the weights associated with the three divisions as $w^{(1)} = (y_1 + y_2 + y_3), w^{(2)} = (y_2 / (y_1 + y_2 + y_3)), \text{ and } w^{(3)} = (y_3 / (y_1 + y_2 + y_3)).$ The overall efficiency is shown in Definition 8. The overall efficiency is a weighted average of the divisional efficiencies. The overall efficiencies of 10 power companies after technological innovation is obviously higher than that before technological innovation.

### Table 6. Overall efficiencies and divisional efficiencies of companies 3, 5, 8, and 9 after technological innovation under the condition of variable returns to scale with the model (27).

<table>
<thead>
<tr>
<th>DMU</th>
<th>$a_1^{(1),*}$</th>
<th>$b_1^{(1),*}$</th>
<th>$\rho^{(1)}$</th>
<th>$a_2^{(2),*}$</th>
<th>$a_3^{(3),*}$</th>
<th>$b_2^{(2),*}$</th>
<th>$b_3^{(3),*}$</th>
<th>$\rho^{(2)}$</th>
<th>$\rho^{(3)}$</th>
<th>$\rho$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>0.0000</td>
<td>0.0020</td>
<td>1.0346 (0.3331)</td>
<td>0.0015</td>
<td>0.0047</td>
<td>0.0001</td>
<td>1.0182 (0.3331)</td>
<td>0.0000</td>
<td>0.0000</td>
<td>1.0002 (0.3338)</td>
</tr>
<tr>
<td>5</td>
<td>0.0000</td>
<td>-0.0014</td>
<td>0.9980 (0.3342)</td>
<td>0.0000</td>
<td>0.0024</td>
<td>0.0020</td>
<td>1.0046 (0.3321)</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.9976 (0.3335)</td>
</tr>
<tr>
<td>8</td>
<td>0.0000</td>
<td>-0.0088</td>
<td>0.9989 (0.3339)</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0004</td>
<td>1.0024 (0.3328)</td>
<td>0.0121</td>
<td>0.0000</td>
<td>1.0258 (0.3334)</td>
</tr>
<tr>
<td>9</td>
<td>0.0000</td>
<td>0.0041</td>
<td>1.0034 (0.3323)</td>
<td>0.0009</td>
<td>0.0027</td>
<td>0.0031</td>
<td>1.0110 (0.3326)</td>
<td>0.0000</td>
<td>0.0002</td>
<td>0.9967 (0.3342)</td>
</tr>
</tbody>
</table>

### 6. Conclusions

In this paper, we have proposed generalized network SBM approach based on SUs to extend the study of Ma [48]. Unlike the generalized DEA approach, our generalized network SBM model allows inputs or outputs to change non-proportionally, and take the operations of the internal divisions into account in measuring efficiency of DMU. Unlike Tone and Tsutsui’s approach [36], the proposed model does not require the weight of each division to be given in advance according to its importance to DMUs. Unlike Kao’s approach [8], the generalized network SBM approach can evaluate the DMU based on any reference set.

This paper firstly proposed a generalized network SBM model for basic two-stage structure, and then proposed a generalized network SBM model for general multi-stage structure. This generalized network model can be employed to measure the overall efficiency and divisional efficiency, which consider the intermediate products in the calculating formula. The overall efficiency is a weighted average of the divisional efficiency, and is divisional efficiency aggregation.

In the generalized network SBM approach, the DMUs set and SUs set are not necessarily the same. When the DMUs set and the SUs set are the same, the generalized network SBM model degenerates into the traditional network SBM model. When the DMUs set and the SUs set are different, the generalized network SBM model may be infeasible. This paper proposed an improved generalized network SBM model, which can further solve the problem of no feasible solution.

The generalized network SBM approach can measure efficiency of DMU from the viewpoint of inside managers. The inside managers evaluate the overall efficiency of DMU taking all the exogenous (endogenous) inputs and outputs that are observable into consideration. The overall efficiency shows the aggregate performance of the divisions. The decision maker can use the overall efficiency to identify inefficient divisions to make improvements. Moreover, the generalized network SBM approach can evaluate the efficiency of DMU based on any reference set. This provides a method for decision makers to evaluate the efficiency of DMU from multi-dimensions, not only by self-evaluation. The decision maker can get more information than from self-evaluation.

There is a related topic about the generalized network SBM approach for future research. We can study the decomposition of overall efficiency and discuss the relationship between overall efficiency and divisional efficiency in future research.
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