Mitigating Wind Induced Noise in Outdoor Microphone Signals Using a Singular Spectral Subspace Method †

Omar Eldwaik * and Francis F. Li *

School of Computing, Science & Engineering, University of Salford, Manchester M5 4WT, UK
* Correspondence: o.eldwaik@edu.salford.ac.uk (O.E.); f.f.li@salford.ac.uk (F.F.L.);
Tel.: +44-7405121612 (O.E.)
† This paper is an extended version of our paper published in Proceedings of the Seventh International Conference on Innovative Computing Technology (INTECH 2017), Luton, UK, 16–18 August 2017.

Received: 15 December 2017; Accepted: 25 January 2018; Published: 28 January 2018

Abstract: Wind induced noise is one of the major concerns of outdoor acoustic signal acquisition. It affects many field measurement and audio recording scenarios. Filtering such noise is known to be difficult due to its broadband and time varying nature. In this paper, a new method to mitigate wind induced noise in microphone signals is developed. Instead of applying filtering techniques, wind induced noise is statistically separated from wanted signals in a singular spectral subspace. The paper is presented in the context of handling microphone signals acquired outdoor for acoustic sensing and environmental noise monitoring or soundscapes sampling. The method includes two complementary stages, namely decomposition and reconstruction. The first stage decomposes mixed signals in eigen-subspaces, selects and groups the principal components according to their contributions to wind noise and wanted signals in the singular spectrum domain. The second stage reconstructs the signals in the time domain, resulting in the separation of wind noise and wanted signals. Results show that microphone wind noise is separable in the singular spectrum domain evidenced by the weighted correlation. The new method might be generalized to other outdoor sound acquisition applications.
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1. Introduction

Recent and rapidly increasing research activities in acoustic sensing technology and acoustic signals along with Internet of Things (IoT) motivated the use of sound signatures to identify objects, sense the environmental variables and capture relevant events. Sound signal acquisition is one of the key stages in acoustics and audio engineering.

In the literature, many state of the art techniques that based on acoustic signals have been applied in many applications [1]. Recently, acoustic signals are used in diagnostic techniques of machines in the field of industry and engineering, where many rotating machines such as electric motors are used. Diagnosis of such motors is considered as a normal maintenance process [1]. Using acoustic signals is nowadays an up-to-date method for many applications of fault diagnosis and localisation in rotating machines. For example, in [1,2], acoustic signals are used for early fault diagnosis of bearing and stator faults of single-phase induction motor. In [3], they are used for automatic bearing fault localisation. A pattern recognition system was proposed and developed based on acoustic signals for automatic damage detection on composite materials where Singular
Value Decomposition (SVD) method was used to filter acoustic signals [4]. In [5], the authors provide analysis of using acoustic signal processing for the recognition of rotor damages in a DC motor. In practice, acoustic signals have been used in many cases for early diagnosis of electric motors such as rotor damages of three-phase induction motor and loaded case synchronous motor [6,7]. A description of monitoring acoustic emission-based condition is given in [8]. Online monitoring of machines allows for intelligent maintenance with the optimised usage of maintenance resources [1].

In work environment and industrial conditions where many machines are used, workers are exposed to noise levels that often exceed permissible values. At such workplaces, noise is defined as any undesirable sound that causes harmful or tiring to human health [9]. The measurement of noise becomes increasingly important in order to maintain noise levels under the permissible values. In [9], the authors applied their method for measuring noise in work environment based on the acoustic pressure of noise emitted by CNC machines. Using acoustic holography methods for identifying and monitoring of noise sources of CNC machine tools were presented in [10].

In most of the applications of fault diagnosis of the motors when using acoustic signals, the idea is based on using condenser microphone or a group of microphones simultaneously for audio signal acquisition considering many factors that affect the fault frequencies such as motor speed along with the interferences of the environmental noises as the acoustical approach is sensitive to such noises. Importantly, calculating the frequency spectra of acoustic signals of the rotating machine, applying feature extraction methods; such as correlation and wavelet transformation along with data classification methods are required for the complete procedure of fault diagnosis [1]. In this paper, we turn our attention to particularly focus on sound signal acquisition in outdoor conditions.

Outdoor acoustic sensing is particularly challenging, as the transducers, typically microphones, are exposed to adverse weather conditions such as rain and wind, which might induce extraordinary noises in microphone signals. In this paper, the terminology “microphone wind noise” and/or “wind noise in microphone signals” refers to such noise of concern induced by the presence of a microphone in windy conditions.

Environmental systems are often considered ill-structured domains and environmental data set is commonly noisy and skewed [11]. Therefore, it is indicted that before investigating the dataset of interest and applying a process of knowledge discovery in databases, another tool should be used to reduce the noise even though defining the noise component from such a noisy structure can be difficult [11]. The frequency spectrum of noise depends on specific environmental measurement and it is generally uncertain [12].

Wind induced noise in microphone signals represents a typical example of this. In environmental noise monitoring, environmental sounds are such a rich source of acoustic data and at the same time they comprise much background noise, which hinder the extraction of useful information [13]. Environmental sounds are underexploited source of data. The presence of noises such as wind noise masks acoustic data and limits the use of such data source to efficiently extract useful information. For environmental noise level measurement, especially long-term measurement or monitoring, microphone wind noise is added to the recorded noise level, giving inaccurate results. It is well known that residual microphone wind noise is problematic [14].

For outdoor sound source recognition and event detection, the performance of signal processing algorithms such as speech or speaker recognition and event sound detection is affected by the wind noise in general [15]. For example, outdoor acoustic sensing can be applied to collect information about environmental changes by analysing wild life activities such as birds’ calls [16]. Microphone wind noise is known to be a serious problem that affects the sensed data in such outdoor sound acquisition [17].

Turbulence due to high speed airflow interacting with the microphone casing and diaphragm inside the microphone is one of the major causes of the microphone wind noise, which is considered a particular type of acoustic interference that results in a relatively high noise level [15]. The fluctuations that occur naturally in the wind are the second major component of wind noise [15]. Wind noise fluctuates rapidly and wind gusts might have very high energy [18]. The spectrum of the recorded wind noise has been described as a broadband but decreasing function of frequency,
showing the bulk of the energy in the lower region of the spectrum [15]. Wind noise is highly non-stationary in time and even sometimes it resembles transient noise which makes it hard for an algorithm to estimate the noise from a noisy signal [18].

To deal with microphone wind noises, a large number of standard or common approaches ranging from fixed, optimal to adaptive filtering have been proposed in the past [18]. These methods worked to some extent but have intrinsic limitations of distorting wanted signals, high and varying residual wind noise and difficulties in retaining accurate signal energy levels to meet the measurement and analysis requirements. For event detection or decision making from acoustic signatures, distorted signals cause errors or misjudgements, mitigating the reliability, usability or even safety of such systems [19]. Existing noise reduction schemes, such as spectral subtraction or statistical-based estimators, cannot effectively attenuate wind noise [20]. Multi-microphone and microphone array are considered relatively effective for reducing wind noise as the difference in propagation delay between wind and acoustic waves can be exploited [15]. However, the difficulties and restrictions in setting up large arrays outdoor and high cost in deploying arrays limit their prevalent use. Single-microphone wind-noise reduction is still an open-ended research question and a technical challenge for further extensive study.

Contemporary and powerful signal processing methods are sought to address the wind noise issues which might yield better results, (e.g., [18]). Linear separation in subspace seems to be a potential solution to circumvent various aforementioned problems. For example, it has been successfully implemented for extracting trends from acoustic signals without any restriction on the length of the analysed time record [21].

This paper presents a new approach to wind noise reduction. Instead of filtering, a separation technique is developed. Signals are separated into wanted sounds of specific interest and wind noise, with reduced distortion imposed on the wanted signals, based on the statistical feature of wind noise. The new technique is based on the Singular Spectrum Analysis (SSA) method. Most recently the use of the SSA to address the wind noise reduction has been explored by the authors in a pilot study [22]. This paper further develops the work to give a complete treatment of the method taking into account the separation capability assessment. This paper explores the potentials and effectiveness of this method in wind noise separation and reduction. To the best of the authors’ knowledge, this represents the first attempt to handle microphone wind noise with singular spectrum analysis.

Following a brief justification of selecting the SSA method, this paper discusses the potentials of the SSA for microphone wind noise reduction, outlines its theory, methodology and mathematical formulation, presents the algorithm and some experimental results and provides analysis and discussion.

2. Rationale

As the SSA method decomposes a time series into its singular spectral domain components, which are physically meaningful in terms of oscillatory components and trends and reconstructs the series by leaving the random noise component behind, such fundamentals give it a great advantage for noise reduction [23–25]. Furthermore and unlike many other methods, the SSA works well even for small sample sizes making it possible to quickly update the coordinator rotation to varying signals block by block in relatively small blocks [26–28].

The SSA is generally applicable for many practical problems such as the study of classical time series, dynamical systems and signal processing along with multivariate statistics and multivariate geometry [23,29,30]. It is also an effective method for extraction of seasonality components, extraction of periodicities with varying amplitudes, finding trends of different resolution, smoothing, simultaneous extraction of complex trends and periodicities, finding structure in short time series, etc. The basic capabilities of the SSA can lead to solve all these problems [21,27,30–32].

A great deal of research work has been conducted on the SSA to consider it as a de-noising method [24,25,33]. The SSA technique has also been applied for extracting information from noisy dataset for biomedical engineering and other applications [34]. It has been recently seen many successful paradigms in the separation of biomedical signals, e.g. separating heart sound from lung
noise and many other applications [34] and extracting the rhythms of the brain of electroencephalography [35]. The method has been employed and shown its capabilities for noise reduction for longitudinal measurements and surface roughness monitoring [26,30]. It has also been implemented for structural damage detection [36]. The superiority of the SSA over other methods in biomechanical analysis was clearly demonstrated by several examples presented in the work in [37]. Regarding potential classification accuracy and detecting weak position fluctuations, the SSA is a great improvement and outperforms other popular methods such as empirical mode decomposition (EMD) [24,25,29].

The SSA is introduced in a wide range of applications as a de-noising and raw signal smoothing method such as analysing and de-noising acoustic emission signals [21,38]. Basically, a number of additive time series can be obtained by decomposing the original time series to identify which of the new produced additive time series be part of the modulated signal and which be part of random noise [37]. It is showed in [11], that using the SSA for data pre-processing is a helpful procedure that encourages improving the results of any time series for data mining. The SSA has been seen as a two-step point-symmetric de-nosing method of time series. Noiseless signals can be obtained with minimum loss of data [12,24,25].

The SSA has been successfully implemented to solve many problems based on its basic capabilities. When compared with other time series analysis methods, it shows certain superiority, potentials and broader application areas and competes with more standard methods in the area of time series analysis [27,30,39,40].

3. The Method

3.1. Overview

The idea of the SSA is based on the decomposition of a time series into a number of subseries, so that each subseries can be identified into different groups as; oscillatory components, a trend or noise. The SSA is a model free and non-parametric method consists of two complementary stages which are decomposition and reconstruction [27,29,40,41], as shown in Figure 1. The method is mainly based on statistical approaches and many basic operations of the SSA algorithm are elementary linear algebra [12,31,40,42].

![Figure 1. The two complementary stages of the SSA method.](image-url)

The key element in the de-nosing process is to remove the noise without losing a significant portion of the signal and this can be accomplished with the SSA [12,33]. The SSA can provide an important concept from the time series known as statistical dimension. The statistical dimension of the process from which the time series was taken is defined as the number of eigenvalues before the noise floor. This concept develops the use of the SSA as a de-noising technique [33]. The main aspect in studying the properties of the SSA is the separability, which describes how well different
components can be separated from each other [23,27,43]. If the dataset is separable, the focus of attention must be how to select proper grouping criteria after identifying suitable window length [12,40].

In the SSA method there are some useful insights to be observed. A harmonic component commonly produces two eigentriples with close singular values; however, a pure noise series typically produces a gradually decreasing sequence of singular values. Furthermore, checking breaks in the eigenvalue spectra is also another useful insight [12,27,40,44]. This can be accomplished by using visual SSA tool in the eigenvalue spectra. In other words, checking breaks is to ensure the availability of eigentriples with nearly equal and close singular values when specifying a threshold of such equality. Large breaks among the eigenvalues pairs in the eigenvalue spectra cannot lead to produce a harmonic component [40,44].

In addition to the perception of the typical shape of the eigenvalue spectra, the analysis using w-correlation matrix is used to distinguish between frames containing mostly the energy of the wanted signal and wind-only frames (in our case) presented in the lower end of the spectra.

3.2. The SSA Theory

The term “singular spectrum” came from the spectral (eigenvalue) decomposition of a given matrix $A$ into a set (spectrum) of eigenvalues and eigenvectors. These eigenvalues denoted by $\lambda$ are specific numbers that make the matrix $A - \lambda I$ singular when the determinant of this matrix is equal to zero. In this mathematical illustration, matrix $I$ is the identity matrix. Singular spectrum analysis, per se, is, the analysis of time series using the singular spectrum. Therefore, the time series under investigation needs to be embedded in a so-called trajectory matrix [27,33].

Importantly, the SSA utilises a representation of the data in a statistical domain which called eigen domain rather than a time or frequency domain. In the SSA method, data is projected onto a new set of axes that fulfil some statistical criterion and might change according to the change of the structure of the data over time [27,45]. Figure 2 illustrates a descriptive process of the SSA method.

![Figure 2. A descriptive process of the SSA method.](image)

In principal, the idea of the SSA is to embed a time series $X(t)$ into multi-dimensional Euclidean space and find a subspace corresponding to the sought-for component as a first stage. At the first decomposition stage, the time series is decomposed into mutually orthogonal components after computing the covariance matrix from constructed trajectory matrix. The trajectory matrix is obtained from the real observations of the time series and decomposed into elementary matrices or
additive components [21,27,40]. The (SVD) method is used to determine the principal components of a multi-dimensional signal [45]. The aim is to decompose the original time series or the time signal captured by sensors into a small number of independent and interpretable components such as; a slowly varying trend, oscillatory components (harmonics) and a structure less noise [30,46].

Once the SSA decomposes mixed signals in the eigen-subspaces, it selects and groups the principle components according to their contributions to noise and wanted signals in the singular spectrum domain. Eventually, the second stage is to reconstruct a time series component corresponding to this subspace [27,40]. The second stage entails the reconstruction of the signal into an additive set of independent time record [30]. The SSA reconstructs the wanted components back to the time domain resulting in the separation of noise and wanted signals. The reconstruction of the original time series is accomplished by using estimated trend and harmonic components [46]. The time series is reconstructed by selecting those components that reduce the noise in the series [47].

### 3.3. Mathematical Formulation of the SSA Method

Time series can be stored in a vector denoted by \( X \) for example, where the entries are the data points that describe the time series as a sequence of discrete-time data [31]. Such vector is an introductory element to many further steps as it includes the required information about the time series. The SSA method is basically consists of main four steps [24,29,48]. Figure 3 shows these steps which will be explained with many important aspects in the next subsections.

#### 3.3.1. Embedding Process

1. **Step One: Vector Representation**

   In practice, the SSA is nonparametric spectral method based on embedding a given time series \( \{X(t): t = 1, \ldots, N_t\} \) in a vector space. The vector \( X \), whose entries \( N_t \) are the data points of a time series, can clearly define and describe this time series at regular intervals [27,30,40]. If we consider a real-valued time series \( X(t) = (x_1, x_2, \ldots, x_{N_t}) \) of length \( N_t \) and \( x_1, x_2, \ldots, x_{N_t} \) data points, therefore, the given time series can simply be represented as a column vector as shown in Equation (1):

   \[
   X^T = (x_1, x_2, \ldots, x_{N_t}).
   \]  

   This column vector shows the original time series at zero lag (i.e. when there is no delay, \( k = 0 \)). At a given window length \( m \), the lag \( k \) can therefore be expressed in the range from 0 to \( m - 1 \) in a 1 lag shifted version as in Equation (2):

   \[
   k = 0, 1, \ldots, m - 1,
   \]  

   Hence, the window length \( m \) should be suitably identified in order to obtain the lag \( k \) which needed to construct a new matrix according to delay coordinates.

---

**Figure 3.** Main aspects in the SSA method.
In SSA jargon, this matrix is called “embedded time series” or trajectory matrix and denoted by $Y$. The window length is also called embedding dimension and it represents the number of time-series elements in each snapshot [27,30,33,40].

The whole procedure of the SSA method depends upon the best selection of this parameter as well as the grouping criteria. These two key aspects are very important to develop the concept of reconstructing noise free series from a noisy series. Different rank-one matrices obtained from the SVD can be selected and grouped in order to be processed separately. If the groups are properly partitioned, they will reflect different components of the original time record [27,40].

2. Step Two: Trajectory Matrix Construction

The trajectory matrix contains the original time series in the first column and a lag 1 shifted version of that time series for each of the next columns. We can obviously understand from Equation (2) that the column vector shown in Equation (1) is $X(t)$ when $k = 0$. As explained in [31], according to delay coordinates, we will obtain a total number of column vectors equals $m$. Importantly, these vectors are similar in size to the first column vector but with a 1 lag shift at $k = 1, k = 2, \ldots$ up to $k = m - 1$. This assumption is given when the last rows are supplemented by 0s based on the delay as a first method.

In the second method, arranging the snapshots of any given time series as row vectors can lead to construct the trajectory matrix when the last rows are not supplemented by 0s [27,40]. To simplify, we assume for example, an embedding dimension $m = 4$, therefore according to Equation (2), only lags of $k = 0, 1, 2$ and $3$ will be considered. However, in this case, a trajectory matrix $Y$ of size $N \times m$ will be constructed as in Equation (4). For more clarification, we consider a representation of any given time series $X(t)$ according to our assumption $m = 4$ as depicted in Figure 4.

![Figure 4](image.png)

Figure 4. Representation of a given time series when considering for example a window length $m = 4$ to construct the trajectory matrix.

The coordinates of the phase space can be defined by using lagged copies of a single time series [33]. The trajectory matrix corresponds to a sliding window of size $m$ that moves along the time series $X(t)$ [12,40]. Since the sliding window has an overlap equals $m - 1$ as shown in Figure 1 and values of $k$ according to Equation (2), therefore the number of rows of $Y$ which can be filled with the values of $X(t)$ is denoted by $N$ and can be calculated by Equation (3):

$$N = N_t - (m - 1) = N_t - m + 1,$$

where $N_t$ is the number of data points, $m$ is the window length and $m - 1$ is the overlap.

As explained in [33], the snapshots of a given record when considering only number of rows of $Y$ which can be filled with the values of $X(t)$ according to Equation (3) are vectors and can be seen as $V_t^T = (x_1, x_2, \ldots, x_m)$, $V_2^T = (x_2, x_3, \ldots, x_{m+1})$ up to $V_N^T = (x_N, x_{N+1}, \ldots, x_{N_t})$. Hence, the trajectory matrix can be constructed by arranging the snapshots as row vectors and only $N_t - m + 1$ rows can be filled with values of $X(t)$ as in Equation (4):
\[
Y = \frac{1}{\sqrt{N}} \begin{bmatrix}
V_1^T \\
V_2^T \\
V_3^T \\
\vdots \\
V_N^T
\end{bmatrix} = \frac{1}{\sqrt{N}} \begin{bmatrix}
x_1 & x_2 & x_3 & \ldots & x_m \\
x_2 & x_3 & x_4 & \ldots & x_{m+1} \\
x_3 & x_4 & x_5 & \ldots & x_{m+2} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
x_N & x_{N+1} & x_{N+2} & \ldots & x_{Nt}
\end{bmatrix}
\] (4)

where \( \sqrt{N} \) is the convenient normalisation.

The constructed trajectory matrix includes the complete record of patterns that have occurred within a window of length \( m \). To generalise, we assume that \( X(t) \) is a given time series and \( t = 1,2,3,\ldots,N_t \), the augmented or trajectory matrix is constructed as in Equation (5):

\[
Y = [X_1: \ldots :X_m] = (x_{ij})_{i,j=1}^{N,m},
\] (5)

where the columns vectors of this matrix \( X_i^T = (x_{i,1}^N \ldots x_{i,N-1}) \), the entries \( x_{ij} = x_{i+j-1} \), \( 1 \leq i \leq N \), \( N = N_t - m + 1 \) and \( 1 \leq j \leq m \).

The arrangement of entries \( x_{ij} \) of the trajectory matrix depends on the lag, considering that the trajectory matrix has dimensions \( N \) by \( m \). The trajectory matrix and its transpose \( Y^T \) are linear maps between the spaces \( R^m \) and \( R^N \) [40]. Two important properties of the trajectory matrix are stated in [49], the first is that both the rows and columns of \( Y \) are subseries of the original series. The second is that \( Y \) has equal elements on anti-diagonals; makes it a Hankel matrix (i.e. all the elements along the diagonal \( i + j = \text{const} \) are equal).

3.3.2. Covariance Matrix Construction

The covariance matrix is basically a matrix that shows the covariance between the values \( X(t) \) and \( X(t+k) \) which mainly the covariance between lagged (or “delayed”) values of the original time series \( X(t) \) [27,40]. According to [50], there are two methods of computing the covariance matrix. Estimating the lag-covariance matrix directly from the data is one method. The covariance matrix is a square matrix of dimension \( m \times m \) and considered as a Toeplitz matrix with constant diagonals. The entries \( c_{ij} \) of this matrix depend only on the lag \( |i - j| \) as in Equation (6) [46].

\[
c_{ij} = \frac{1}{N_t - |i - j|} \sum_{t=1}^{N_t - |i - j|} X(t)X(t + |i - j|),
\] (6)

where \( N_t \) represents the number of data points, the entries \( c_{ij} \) when \( |i - j| = 0 \) for \( i = j \), are the entries across the main diagonal (i.e. their values are typically close to 1).

As a second method, the lagged-covariance matrix can be computed form the trajectory matrix \( Y \) and its transpose [33]. The variances of each column of \( Y \) are presented in the main diagonal of the covariance matrix. As a general mathematical representation, the covariance matrix can be also written, as in Equation (7):

\[
C = \frac{1}{N} \sum_{i=1}^{N} Y_i Y_i^T,
\] (7)

\( C \) is the covariance matrix of the snapshots from the original time record of order \( m \times m \), its elements are all real numbers and \( c_{ij} = c_{ji} \) for all \( i \) and \( j \), thus it is symmetric \( C = C^T \).

3.3.3. Computing the Eigenvalues and Eigenvectors

To obtain spectral information on the time series, the SSA proceeds by diagonalising the covariance matrix. Spectra decomposition is a factorisation of a diagonalisable matrix into a canonical form, whereby the representation of the matrix is in terms of its eigenvalues and eigenvectors [33,40].

- Finding the Eigenmodes
Finding the eigenvalues and eigenvectors or the so-called eigenmodes is based on the fundamental question of eigenvector decomposition. In general, this question is for what values is the matrix $A - \lambda I$ singular? Such question of singularity regarding matrices can be answered with determinants [33,40]. Using determinants, however, the fundamental question which just has been asked above can be reduced to; for what values of $\lambda$ is the determinant of the matrix $A - \lambda I$ equals to zero?, or as in Equation (8):

$$\det(A - \lambda I) = 0,$$  \hspace{1cm} (8)

This is called the characteristic equation for the matrix $A$ where $\lambda$’s that make the matrix $A - \lambda I$ singular are called eigenvalues [33]. The eigenvalues of this matrix can therefore be found by solving the characteristic equation.

For each of these special values there is a corresponding set of vectors called the eigenvectors of $A$ and should satisfy Equation (9):

$$(A - \lambda I)X = 0,$$  \hspace{1cm} (9)

Equation (9) can be written as $AX = \lambda X$. Vector $X$ represents a set of eigenvectors $X_n$ correspond to $\lambda$’s.

When representing the eigenvectors geometrically, they can be considered as the axes of a new coordinate system. Hence, any scalar multiple of these eigenvectors is also an eigenvector of matrix $A$ [27]. To simplify, all eigenvectors of the form $CX_n$ ($C$ is scalar) will form an eigen-subspace spanned by $X_n$, which means that the eigen-subspace is one-dimensional and is spanned by $X_n$. In this case, only the scale of the eigenvectors is changing while their direction remains unchanged. The process of decomposition can be simplified as matrix $A$ is usually symmetric with real coefficients. The eigenvalues and eigenvectors can be seen as a way to express the variability of a set of data [50].

- **Diagonal Form of the Covariance Matrix**

The covariance matrix $C$ is an $n$ by $n$ symmetric matrix with $n$ linearly independent eigenvectors $(e_i), i = 1, ..., n$; hence a matrix $E$, whose columns are the eigenvectors of $C$, can be constructed and satisfies Equation (10):

$$E^{-1}CE = A,$$  \hspace{1cm} (10)

The product on the left-hand side of Equation (10) is called the diagonal form of $C$ and therefore $A$ is a diagonal matrix whose nonnegative entries are the eigenvalues of $C$.

The eigenvectors of $C$ should be linearly independent in order to make $C$ diagonalisable in this way. Also matrix $E$ is not unique because the eigenvectors can always be multiplied by a constant scalar preserving their nature as eigenvectors [33].

- **Spectral Decomposition**

We assume $C$ is a real symmetric matrix where $C = C^T$. Now, in this case, every eigenvalue of $C$ is also real and if all eigenvalues are distinct, then their corresponding eigenvectors are orthogonal. Our real, symmetric matrix $C$ can therefore be diagonalised by an orthogonal matrix $E$ whose columns are the orthonormal eigenvectors of $C$ [44]. It is important now to state a principal theorem when there is a diagonalizable matrix $E$ whose columns are orthonormal of a real and symmetric matrix $C$.

Since $E^TE = I$ and $E^T = E^{-1}$, then Equation (10) can be rewritten as:

$$C = EAE^T,$$  \hspace{1cm} (11)

Matrices $A$ and $E$ can be seen as:
Matrix $A$ is symmetric with entries $\lambda_i$ along the leading diagonal for $i = 1, \ldots, m$, however $E^k$ is the corresponding normalised column eigenvector for $k = 1, \ldots, m$ as well. The eigenvectors matrix consists of a set of column vectors with entries $e_k^i$ that represent the $j^{th}$ component of the $k^{th}$ eigenvector. Once we conserve our matrices square, then we have $j = k = 1, \ldots, m$. The diagonal matrix $A$ consists of ordered values $0 \leq \lambda_1 \leq \lambda_2 \leq \ldots \leq \lambda_m$ [21,22,27].

- The Singular Spectrum

The square roots of the eigenvalues of matrix $C$ are called the singular values of the trajectory matrix [27,28,33]. These ordered singular values are referred to collectively as the singular spectrum. From the (SVD), the trajectory matrix can be written as:

$$Y = USE^T,$$

where $U$ and $E$ are left and right singular vectors of $Y$ and $S$ is a diagonal matrix of singular values.

The singular spectrum of $Y$ consists of the square roots of the eigenvalues of $C$ which called the singular values of $Y$ with the singular vectors being identical to the eigenvectors that given in matrix $E$ [33]. The decomposition of matrix $C$ can also be performed by substituting Equation (13) in the form $C = Y^T Y$ to yield $C = \langle USE^T \rangle^T (USE^T) = ESU^T USE^T$. Since $U^T U = I$, we find:

$$C = ES^2 E^T.$$  

(14)

For the decomposition being unique, it follows that $S^2 = A$. The right singular vectors of $Y$ are the eigenvectors of $C$ and the left singular vectors of $Y$ are the eigenvectors of the matrix $Y^T Y$ [27,40]. Importantly, the number of eigenvalues is equal to the window length and in turn the number of the associated eigenvectors that matrix $E$ contains [33].

3.3.4. Principle Components

The eigenvectors of $C$ can be used to compute the principal components (PCs) with entries $a_k^i$ by projecting the original time series onto matrix $E$. This process can be given by Equation (15):

$$a_k^i = \sum_{j=1}^{m} x_{i+j-1} e_k^j,$$

(15)

where $a_k^i$ represents the principle components arranged in columns $k$ and rows $i$ for $[i = 1,2,\ldots,N]$ as each element of the matrix $V$ results from multiplying a row of $Y$ by a column of $E$, $x_{i+j-1}$ represents the incremental elements in the rows of $Y$, $e_k^j$ represents the $j^{th}$ component of the $k^{th}$ eigenvector in the matrix $E$ [21,22].

For each value of $i$, the summation will stop when $j = m$ and this repetitive procedure ends when $i = N$. The resultant matrix $V$ will be of dimension $N \times m$ as in Equation (16):

$$V = YE = \begin{bmatrix} a_1^1 & a_2^1 & \ldots & a_m^1 \\ a_1^2 & a_2^2 & \ldots & a_m^2 \\ \vdots & \vdots & \ddots & \vdots \\ a_1^m & a_2^m & \ldots & a_m^m \end{bmatrix}.$$  

(16)

The columns of $V$ do not correspond to different time lags as in the trajectory matrix. Rather, in the SSA method, the principle components matrix is introduced as a projection of the embedded time
series onto the eigenvectors. The original values of $Y$ have been projected in a new coordinate system for gathering the variance in the principle components [27,51].

3.3.5. Reconstruction of the Time Series

We can return from the eigen domain to time domain by projecting the PCs onto the eigenvectors. Applying such projection can help us in obtaining time series in the original coordinates referred to as the Reconstructed Components (RCs). The RCs that resemble the original time series are the ones referred to as the dominant principal components with substantial contribution to the wanted signals in the singular spectrum domain. According to [27,51], the part of a time series that is associated with a single or several $m$ eigenvectors of the lag-covariance matrix can be reconstructed by combining the associated principal components, as in Equation (17):

$$RC_K(t) = \frac{1}{m} \sum_{k \in K} \sum_{j=L}^{U} a(t-j+1)e_k(j),$$  \hspace{1cm} (17)

where $K$ is a set of eigenvectors on which the reconstruction is based, $m$ is the normalisation factor which is the window length, $U_K$ and $L_\tau$ are the upper and lower bound of summation which may differ from the central part of the time series and its end point as stated in [52], $a(t-j+1)$ are rows entries of $Z$, $e_k(j)$ are columns entries of $E$.

Each RC retranslates its corresponding principal component from the eigen-subspace into the original units of the time series. Importantly, from such reconstructions, the time series can be reduced to oscillatory components that correspond to the most dominant eigenvalues with high variance and noise components that correspond to the end region of eigenvalues spectra [27,40].

4. The SSA Algorithm

4.1. Description of the SSA Algorithm

The SSA algorithm involves the decomposition of a time series and reconstruction of a desired additive component. The SSA algorithm can be outlined in several steps as follows.

4.1.1. Signal Decomposition

The algorithm generates a trajectory matrix from the original time series $X(t)$ by sliding a window of length $m$. With the SSA, every time series can be decomposed into a series of elementary matrices after mapping it into trajectory matrix. Each of these matrices shows glimpses of a particular signature of oscillation patterns. The trajectory matrix is then approximated using SVD. A one-dimensional time series shown in Equation (18) can be transferred into a multi-dimensional series in the embedding step which can be viewed as a mapping process.

$$X(t) = x_1, x_2, ..., x_N,  \hspace{1cm} (18)$$

The multi-dimensional series contains vectors $X_k$ which called $m$-lagged vectors (or, simply, lagged vectors) as in Equation (19):

$$X^T_k = (x_{k+1}, x_{k+2}, ..., x_{k+(N-m+1)}),  \hspace{1cm} (19)$$

We then consider $Y$ as multivariate data with $m$ characteristics and $N$ observations. In this embedding step, the single parameter is the window length which is an integer such that $2 \leq m \leq N$. The result of the embedding process is a Hankel trajectory matrix $Y$ with entries $(x_{ij})_{i,j=1}^{N,m}$.
columns $X_j$ of $Y$ are vectors lie in $m$-dimensional space $R^m$ [39]. Then the embedded time series can be seen as:

$$ Y = [X_{k=0}, ..., X_{k=m-1}], $$  \hspace{1cm} (20)

4.1.2. Computing the Diagonal Matrix C

This step is the preparation for applying the SVD. Matrix $C$ can be computed using the trajectory matrix and its transpose or using a specified MATLAB function that gives a vector of size $m$.

4.1.3. Performing SVD of Matrix C

It is a step of computing the diagonal values and their corresponding vectors where each represented in a separate matrix.

4.1.4. Computing the Principle Components and Performing Grouping

A matrix that contains the PCs is introduced as the projection of the embedded time series onto the eigenvectors in the eigen-subspace. The selected groups of the PCs are presented in vectors and can be aligned in a single matrix. Grouping corresponds to splitting the elementary matrices $X_i$ into several groups and summing the matrices within each group. The SVD of $Y$ can be written as a set of elementary matrices and performed as in Equation (21):

$$ Y = X_1 + X_2 + \cdots + X_d, $$ \hspace{1cm} (21)

where $X_i = \sqrt{\lambda_i}E_iV_i^T$ are the additive components or elementary matrices of $Y$ for $i = 1, ..., d$ and $d$ is the number of non-zero eigenvalues of $YY^T$.

The number of elementary matrices is denoted by $r$. $E_1, ..., E_d$ are the orthonormal system of the associated eigenvectors and $V_1, ..., V_d$ are the principle components, $(\sqrt{\lambda_i}, E_i, V_i)$ is the $i^{th}$ eigentriple of $Y$.

4.1.5. Reconstruction the One-Dimensional Series

The $RC$s can be computed by projecting the principle components presented in matrix $Z$ onto the eigenvectors of matrix $E$ when the normalization is considered and hence the process as in Equation (22):

$$ RCs = \frac{1}{m}ZE, $$ \hspace{1cm} (22)

The $RC$s can also be calculated by inverting the projection of the principle components onto the eigenvectors transpose matrix as in Equation (23):

$$ RCs = YEE^T, $$ \hspace{1cm} (23)

A group of $r$ eigenvectors with $1 \leq r \leq d$ defines an $r$-dimensional hyperplane in the $m$-dimensional space $R^m$ of vectors $X_i$. The projection of $Y$ into this hyperplane will approximate the original matrix $Y$.

4.2. Parameters of the SSA Algorithm

The SSA technique depends upon two important parameters which are the window length $m$, which is the single parameter in the decomposition stage and the number of elementary matrices $r$. According to [12], the window length is highly related to spectral information or the frequency width that corresponds to each principle component.

There is no general rule for the choice of the window length since the selection depends on the initial information on the time record and the problem of interest [38]. As stated in [53], the choice of the window length parameter used for decomposition and the grouping of SVD components used
for reconstruction can totally effect the output time series. It is important, however, to select values of \( m \) and the \( r \) groups of the eigenvectors to ensure better separability [42]. The performance of the SSA algorithm is highly dependent on the selection of the window length [21,54].

In spite of the greater computation burden due to bigger sized matrix, it has been recommended that \( m \) should be large enough but not greater than \( N_s/2 \) in order to significantly represent separated components and obtain satisfied results [12,55]. Whereas, other studies reported that it should be larger than \( N_s/2 \). We can always assume \( m \leq N_s/2 \) as this value has been regarded as the most interesting case in practice. In spite of the considerable attempts and various methods that have been considered for choosing the optimal value of \( m \), there is inadequate theoretical justification for such selection [12,40,47]. Whereas, according to [33], \( m \) can be computed as \( N_s/4 \) and considered as a common practice. Smaller values can be considered if the purpose is to extract the trend even when the time series is short (small \( N_s \)). A method of selecting window length is described in [12] and a detailed description of selecting these parameters is given in [49].

Importantly, we should try to achieve appropriate separability of the components as an important rule in selecting \( m \). Hence, the decomposition stage of the SSA delivers significant results if the resulting additive components of the time series are approximately separable from each other [21,43]. The improper selection of \( m \) and \( r \) would imply an inferior decomposition and in turn inaccurate results will be produced [21,22].

We will miss a part of the signal if \( r \) is smaller than the true number of eigenvalues (under fitting) and therefore the reconstructed series becomes less accurate. Otherwise, if \( r \) is too large (overfitting), then a part of noise together with the signal will be approximated in the reconstructed series [56].

### 4.3. Grouping and Separability

The representation of an observed series as a sum of interpretable components, which mainly are trends, periodicals or harmonics with different frequencies and noise along with the separation of such components, is always considered as an issue of concern in time series analysis. With the SSA, this problem can be solved, trends can be extracted and harmonic signals can be separated out from noise. The idea is based on applying suitable grouping approach to the SVD components matrix in order to transform back to time series expansion from the expansion of grouped matrix. The separability of the components of the time series can therefore be defined as the ability of allocating these components from an observed sum when appropriate grouping criteria is applied [27,43,57]. The SSA decomposition relies on the approximate separability of the different components of the time record [21,38].

For splitting the indices \( 1 \leq r \leq d \) of the \( r \) group of eigenvectors into \( I \) groups that’s adequate to achieve the separability, \( r \) has to be clearly specified. In this paper, we consider only two groups; one associated with the signal and the other associated with wind noise. In this case, group \( I = \{1, ..., r\} \) with the related elementary matrices, which will be \( X_I = X_1 + X_2 + ... + X_r \), are associated with the first group that represents the signal. The second group \( I = \{r + 1, ..., d\} \) and the related elementary matrices \( X_T = X_{r+1} + X_{r+2} + ... + X_d \), represent the noise. In other words, the rest of vectors \((d - r)\) is not of interest as they represent noise [40,43,44,54].

A quantity known as weighted correlation or simply \((w\text{-correlation})\) and defined as a natural measure of the dependence between the reconstructed components can be used to achieve the separability. Well separated reconstructed components are the ones that have zero \( w\text{-correlation} \). Whereas, reconstructed components with large values of \( w\text{-correlation} \) should be considered as one group as this corresponds to the same component in the SSA decomposition [21,29,54].

The plot of the singular spectra, which shows the eigenvalues \( \lambda_1, ..., \lambda_d \), can give an overall observation of the eigenvalues to decide where to truncate the summation of the additive components in Equation (21) for building a good approximation of the original matrix. Importantly, similar values of the \( \lambda \text{'s} \) can give an identification of the eigentriples which correspond to the same harmonic component of the time series. Furthermore, using periodogram analysis of the original time series...
can also lead to select the groups. The lower end of the singular spectra typically shows a slowly decreasing sequence of eigenvalues and mainly related to the noise component [44].

It is worthwhile to mention that for smaller eigenvalues, the energy represented along the corresponding eigenvectors is low. Consequently, smallest eigenvalues are commonly considered to be noise. We can, however, remove the unwanted source from the original signal as long as we transform the data back into the original observation space using matrix manipulation in the SSA-based technique. If a truncated SVD of the trajectory matrix \( Y \) is performed (i.e., when only the significant eigenvectors are retained), then the columns of the resultant matrix \( \hat{Y} \) are the noise-reduced signal [27,40].

5. Experimental Procedure

5.1. Description of Experiments

A range of experiments were carried out to identify the potential and capability of the SSA in microphone wind noise reduction. Our experimental investigation plan was divided into several phases based on applying an incremental methodology. In the first phase, we performed several experiments for separation of wind noise from many deterministic signals along with the separation of such signals from each other. The SSA algorithm was implemented in the second phase to mitigate wind noise in corrupted speech signals [22].

In the third phase, we moved to sweep tones and environmental sounds, particularly birds’ call. Although in call cases, notable wind noise reduction was observed, results are different from case to case due to the complexity of the environmental sounds. Only results from separation of outdoor wind noise from birds’ chirps are detailed in the current paper. The experimental procedure of the SSA method is shown in Figure 5. The experiments were carried out on MATLAB platform.

![Figure 5](image-url)  
Figure 5. A flow chart of the experimental procedure.

There are five main steps in the experimental procedure shown in Figure 5. The first is to prepare our dataset and make it suitable for the experiments as many factors should be taken into account such as the length of the soundtracks, the sampling rate, etc. The second is the mixing stage which is shown as one step but it is mainly an audio mixer model that mixes pre-recorded samples according to their signal intensity. The third is to apply grouping criterion followed by analysing the algorithm’s outputs and eventually evaluating the method by applying objective measures as fourth and fifth steps.

5.2. Dataset
A benchmark database consists of our signals of interest which are birds’ chirps was needed for this study. A freefield 1010, which is a dataset of standardised 10 s excerpts from Freesound field recording, has been selected.

Some effort has been made in order to make the samples suitable to the case through using automatic methods where possible to ensure that all the samples included in the training dataset are pure birds’ chirps. In addition, all silent gaps have been removed from the samples. Our dataset also includes the samples of wind noise as the samples from this dataset have been mixed to generate mixed soundtracks.

In our experiments, we selected a sample from our dataset of audio recordings of birds’ chirps using an average 100 ms frame size of thousands of frames. The processing time of the SSA depends on the length of the given time series and the selected window length. To reduce the processing time of the SSA, the frame by frame processing method has been applied to process the soundtrack samples instead of processing the whole audio file directly.

5.3. Window Length Optimisation

In order to optimise the window length, we calculate singular spectra for our record using seven different window lengths. The selected range of \( m \) is between 15 ms and 90 ms based on the size of our frames for the reasons explained above. The size of our frames is 100 ms; however, this range indicates a percentage from 15% to 90% of the new calculated \( N_f \).

The processing has to be performed for soundtrack samples of this size considering applying the average method. To perform the calculation of \( N_f \) and the multiple suggested window lengths to be entered to the algorithm for the optimisation purpose, we used Equation (24):

\[
m_i = p_i N_f = \frac{p_i L F_s}{s_F},
\]  

(24)

where \( m_i \) is the window length, \( p_i \) is the desired percentage of the length for \( i = 1, \ldots, n \), \( N_f \) is the new calculated length, \( L \) is the frame size in seconds, and \( F_s \) is the sampling rate in Hertz.

Our audio files are originally 10 s length with a sampling rate of 44,100 samples per second. Figure 6 shows different dominant pairs of nearly equal eigenvalues for almost \( m = \frac{1}{4} N_f \) to \( m = \frac{3}{4} N_f \).

![Singular Spectra](image)

**Figure 6.** Window length optimisation using seven different values of the frame length.

A clear break between these singular values and the others, which spread out in a nearly flat noise floor, can also be realised. For the window length above and below this band, indifferent eigenvalues are obtained. Reasonable results can be obtained from the indicated range as still the length \( N_f / 2 \) produces two dominant pairs of nearly equal eigenvalues as illustrated in Figure 6. Thus, the statistical dimension \( (d_s) = 4 \) seems to be the most dominant value in this case since the record is the superposition of oscillations perturbed by wind noise. Though, these eigenvalues are
not always dominant pairs of nearly equal. Dominant eigenvalues in the singular spectrum correspond to an important oscillation of the system for each pair of nearly equal as remarked in [12,33].

6. Results

We selected \( m = N_r/2 \) as an optimal value for our record, however, since \( N_r = 4410 \) for the 100 ms frames, the window length is therefore equals to 2205. This value also respects the selection rule in the case of harmonic or oscillatory components [38]. Consequently, after performing the SVD of the trajectory matrix, the most dominant eigentriples ordered by their contribution in the decomposition can be obtained.

From the plot of logarithms of the singular values shown in Figure 6, a significant drop in values can be seen around component 6 which indicates to the start of the noise floor. Therefore, three obvious pairs are considered as with almost leading singular values. Figure 7 shows the eigenvalues (arranged in descending order) of a decomposed signal of birds’ chirps corrupted with wind noise and a clean one.

Basically, we mixed wind noise with the clean birds’ chirps to obtain the noisy single. We consider the normalisation at scale 1 in the singular spectra to make a valid and fair comparison between the two signals. In the corrupted signal, only first few of the eigenvalues carry large amount of energy. The first pairs of eigenvalues, however, are the ones with less correlation. The high correlation ones are those which left behind and generally represent noise. As illustrated in Figure 7, the equality between the eigenvalues along with equal location of the eigenvalues within the pairs themselves over a specified threshold can be clearly seen in the clean signal. Our grouping technique is based on defining such aspects for the best selection of the most dominant pairs of eigenvalues.

![Figure 7. Singular spectra of clean record of birds’ chirps and a noisy one with wind noise added.](image)

As we wish to retain our signal of interest and separate the wind noise out, the fewest number of eigenvalues before the noise floor will be required. This is based on the contribution of the principle components to the wanted signal and wind noise according to admissible orthonormal bases of eigenvectors. Basically, from the calculation of the singular spectra for our record (with \( m = N_r/2 \)) as shown in Figure 8 we see that, indeed, the first two pairs of eigenvectors correspond to important oscillations and our signal can be reconstructed based on the selection of these pairs in the grouping step.
Figure 8. The leading four principle components used for grouping and reconstruction and the record of birds’ chirps with additive wind noise: (a) Reconstruction with the first two leading pairs of the principle components; (b) Reconstruction with the third and fourth principle components pairs.

The phases are in quadrature and regular changes in amplitude are obviously present. In contrast, for the third and fourth pairs, there is slight coherent phase relationship between their two eigenvectors. We always consider the pairs of nearly equal eigenvalues while the others, which spread out in a nearly flat noise floor, are not of interest. However, the eigenvalues associated with these pairs are mostly located in the noise floor of the singular spectra as they are of low variance.

Figure 8 also shows the original noisy signal of our record. The principal components can be computed using the eigenvectors, which is done by projecting the original time series onto the individual eigenvectors. The principal component pairs correspond to the most dominated eigenvectors consist of clean structures of the signal are in marked contrast to the next pairs of principal components, which are noisy with low amplitudes. The grouping therefore has been performed in this way as it has been experimentally found that selecting lower eigenvalues beyond the “elbow” point shown in the singular spectra, which is the start of the noise floor, will only produce noisy signals. Eventually, projecting the principle components onto the orthogonal matrix of the eigenvectors produces the reconstructed components of our record.

Figure 9 illustrates a comparison of the noisy record, which is a mixture of our signal of interest (bird chirps and wind noise), with the reconstructed one. The differences between reconstructed series and original noisy signal are highlighted in the top part of the figure. It is clear from the bottom part of the figure, a considerable amount of noise (denoted as residual series) was separated out. However, the findings revealed that the de-noised signal resembles the clean one. As seen above, the SSA can readily extract and reconstruct periodic components from noisy time series.

A combination of our signals which are the original birds’ chirps, the mixed signal (bird chirps and wind noise) and the reconstructed signal presented in the time domain with the sound pressure level (SPL) measurement are shown in Figures 10 and 11. The single most striking observation to emerge from the data comparison was that the SSA can reconstruct birds’ chirps.
Figure 9. Reconstructed series vs original noisy signal and residual series.

Figure 10. The de-noised record was separated by retaining only the leading two pairs of the eigenvalues.

Figure 11. A combination of our signals used in the experiments: (a) Noisy record (birds’ chirps and wind noise); (b) Clean record of birds’ chirps.
In the SSA, there are some useful approaches that can be used in the separation of the wanted signal from the noise. In general, a harmonic component produces two eigentriples with close singular values. Using visual SSA tool by checking breaks in the eigenvalue spectra is considered as useful insight. It is worth noting, however, a slowly decreasing sequence of singular values is typically produced by a pure noise time series [43].

Examining the matrix of the absolute values of the w-correlations is another way of grouping. W-correlation matrix contains information that can be very helpful for detecting the separability and identifying grouping. It is a standard way used to check the separability between elementary components. W-correlations can also be used for checking the grouped decomposition. The w-correlation matrix consists of weighted cosines of angles between the reconstructed components of the time series. The number of entries of the time series, which terms into its trajectory matrix, is reflected by the weights [54,57,58].

Basically, the separability between two components such as \( X^{(1)}, X^{(2)} \) of the time record characterises how well these two components can be separated from each other. Using the w-correlation can help in evaluating the separability and can be simply shown as in Equation (25) [21,38]:

\[
\rho^{(w)}_{12} = \frac{\langle X^{(1)}, X^{(2)} \rangle_w}{\|X^{(1)}\|_w \|X^{(2)}\|_w}
\]

The values of \( \rho^{(w)}_{12} \) ensure the concept of separability, however, small absolute values, particularly the ones closed to zero, indicate that the components are well separated. Whereas, big values show that these components are inseparable and therefore they relate to the same components in the SSA decomposition [21,38]. Eventually, projecting the principle components onto the orthogonal matrix of the eigenvectors produces the reconstructed components of our record. Figure 12 shows the moving periodogram matrix of the reconstructed components from which we can see the corresponding eigentriples ordered by their contribution.

![Figure 12. Moving periodogram matrix of reconstructed components.](image)

Generally, poorly separated components have large correlation while well separated components have small correlation. Groups of correlated series components can be found while looking at the matrix which indicates the w-correlations between elementary reconstructed series. Such information can be used for the consequent grouping. Strongly correlated elementary components should be grouped together in one group. As an important rule, it is recommended that
correlated components should not be included into different groups. The matrix of \( w \)-correlations between the series components is graphically depicted in absolute magnitude in white-black scale. Importantly, correlations with moduli close to 1 are displayed in black, whereas small correlations are shown in white [58].

In order to explore the SSA in terms of separability, we considered harmonic and broadband noise, mainly, birds trill and wind noise. These two signals are of different waveform characteristics such as energy, duration and frequency content. Figure 13 illustrates the \( w \)-correlations matrix for only the first 50 reconstructed components. The system uses a 20-grade grey scale ranging from white to black which corresponds to the absolute values of correlations from 0 to 1. Components with small correlations are shown in white and indicate well separated components. Whereas big correlation ones shown in black with moduli close to 1.

![Figure 13. Matrix of \( w \)-correlations of the selected 50 eigenvectors of the SVD of the trajectory matrix.](image)

In terms of the separability, the analysis of this matrix shows that our record has two independent components. Also, we observe that \( w \)-correlation shown in white is the correlation between pair eigenvector that represents the noise component and nearly equals to zero. The resultant reconstructed record based on the results approved by the \( w \)-correlation is assumed to be noise free and hence; \( \rho_{(S^{(1)},S^{(2)})}^{(w)} = 0 \).

Using the eigenvalues spectra helped in efficiently selecting the eigenvectors associated with S1 as a noise free signal and eigenvectors associated with S2 that represent noise. These two groups of eigenvectors are mainly corresponding to different frequency events which eventually lead to their reconstruction. Based on this information; we can consider our dataset is separable with the selection of the first four eigentriples to reconstruct of the original series while the rest is considered as noise.

To assess the effect of noise on a signal, the signal-to-noise ratio (SNR), which is an objective measure, is generally used. It was applied to evaluate the SSA for wind noise reduction in this paper. Results are given in Table 1 for comparison.

**Table 1.** SNR measure applied for evaluating the SSA method for wind noise reduction. Measurement cases and difference.

<table>
<thead>
<tr>
<th>The Objective Measure for Evaluating the Method</th>
<th>Before</th>
<th>After</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>


Before removal the signal to noise ratios are calculated using standard definition. After separation, signal levels and noise levels need to be estimated. The estimated signals to noise ratios are calculated according to:

$$SNR = 10 \log \frac{\sum_{n} \hat{s}(n)^2}{\sum_{n} \hat{w}(n)^2},$$

(26)

where $\hat{s}(n)$ is the estimated signal, $\hat{w}(n)$ the estimated noise.

A notable improvement for an average of about 9 dB as it is apparent from Table 1 has been achieved. The result shown in the table is a reported average of a number of cases.

7. Discussion and Conclusions

This paper was set out among our attempts to explore the SSA in microphone wind noise reduction in the context of outdoor sound acquisition for soundscape and environmental sound monitoring. The plausible findings from the investigation suggest that microphone wind noise and wanted sound, which is birds’ chirps, are separable by the SSA, evidenced by what is indicated by a $w$-matrix and a 9 dB reduction observed after the SSA de-noising as outlined in this paper.

The only parameter that can be adjusted in the decomposition stage is the window length. This parameter is known to have significant impact on the performance and effectiveness of the algorithm for specific application [59]. The current results were obtained using an optimisation method based on certain important aspects such as the nearly equal singular values. With systematic investigation and more advanced optimisation, the separability might be further improved.

Grouping is another key aspect to consider. The grouping technique reported in this paper is based on the eigentriple for separating the decomposed components after grouping similar components together. The $w$-correlation method is also involved in our grouping technique. However, very promising results and notable wind noise reduction was achieved. There is always an ambition with more development in the grouping techniques to obtain better results. The experimental investigation and findings indicate the potential of the SSA method as a valid one for wind noise reduction. Indeed, with the SSA, the $w$-matrix showed that wind noise is separable.

It seems that wind noise has its features clearly separately in the proposed SSA subspaces, indicated by the $w$-matrix. This suggests that the proposed method is effective and generally robust in separating wind noise. This further suggests that the SSA method should be able to extend to other outdoor audio acquisition or recording. This opens up much more extended applications and impact. Therefore, for future work, more validations with other and bigger datasets will hopefully lead the SSA method to a universal microphone wind noise reduction method and K-Nearest classification systems offer more promise [60].
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