Kappa Distributions: Statistical Physics and Thermodynamics of Space and Astrophysical Plasmas
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Abstract: Kappa distributions received impetus as they provide efficient modelling of the observed particle distributions in space and astrophysical plasmas throughout the heliosphere. This paper presents (i) the connection of kappa distributions with statistical mechanics, by maximizing the associated $q$-entropy under the constraints of the canonical ensemble within the framework of continuous description; (ii) the derivation of $q$-entropy from first principles that characterize space plasmas, the additivity of energy, and entropy; and (iii) the derivation of the characteristic first order differential equation, whose solution is the kappa distribution function.
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1. Introduction

Kappa distributions have become increasingly widespread across the physics of astrophysical plasma processes, describing the velocities and energies of particles from solar wind and planetary magnetospheres to the heliosheath, and beyond to interstellar and intergalactic plasmas (see the book [1,2], and the reviews [3–5]).

A breakthrough in the field came with the connection of kappa distributions with statistical mechanics and thermodynamics. Empirical kappa distributions were introduced in the mid-1960s by Binsack (1966) [6], Olbert (1968) [7], and Vasyliunas (1968) [8]. However, the statistical origin of kappa distributions came from the maximization of Tsallis $q$-entropy [9], under the constraints of canonical ensemble (e.g., see [2,10–12]). Note that the label $q$ stands for the mono-parametrical entropy expressed in terms of $q$-index, or equivalently, in terms of kappa index, i.e., $q \equiv 1 + 1/x \Leftrightarrow x = 1/(q - 1)$ [2]. On the other hand, the thermodynamic origin of these distributions and their associated entropy (the $q$-entropy) was also shown from first principles (e.g., see [13,14]); namely, the most generalized form of particle distribution function that can be assigned with a temperature is that of kappa distributions (or a combination thereof). Then, “thermalization” is the characterization of a particle system residing in any stationary state assigned by a temperature; in these states, the particle velocities or energies are stabilized into kappa distributions.

Kappa distributions are consistent with thermodynamics, but this fact alone cannot justify the generation and existence of these distributions. The connection of kappa distributions with statistical mechanics and thermodynamics should not be considered as one of the possible mechanisms of kappa distributions. On the contrary, once a kappa distribution of particle velocity or energy is generated by a certain mechanism, the preservation—or non-preservation—of this distribution for describing the particles of the systems is a matter of thermodynamics alone.

There are various mechanisms capable of generating kappa distributions in space and astrophysical plasmas. Some examples are superstatistics [15–18], the effect of shock waves [19],
weak turbulence [20], turbulence with a diffusion coefficient inversely proportional to velocity [21],
the effect of pickup ions [22], pump acceleration mechanism [23], and polytropic behavior [24–26];
(see also [1], chapters 5, 6, 8, 10, 15, and 16). Also, common processes characteristic of space plasmas,
such as the Debye shielding and magnetic coupling, have an important role in the generation of kappa
distributions in plasmas [27].

In general, long-range interactions or other causes of local particle correlations implicate the
particle system in the statistical framework of kappa distributions [14,27,28]. Such an example is the
state of a charged test particle in a constant temperature heat bath of a second species of charged
particles, modeled by Shizgal (2018) [29]. The time dependence of the distribution function of the test
particle is given by a Fokker–Planck equation for Coulomb collisions and wave–particle interactions;
the stationary state of this equation can be described by kappa distributions (for certain choices of the
involved parameters). In particular, the model leads to an ordinary first order differential equation,
characterizing the stationary state of the Fokker–Planck equation; the solution of this differential
equation is a kappa distribution.

In this paper, we show recent developments on the theory of kappa distribution, with emphasis
on the differential equations leading to kappa distributions; we also show that the differential equation
taken from the Fokker–Planck equation model of Shizgal (2018) [29], and from the earlier first principles
analysis of Livadiotis (2018) [30], are equivalent. In Section 2, we briefly present the general theory
of kappa distributions, and then show their connection to statistical mechanics; for the first time,
this is shown within the framework of continuous description and using the kappa index formalism.
In Section 3, we present the statistical origin of these distributions and their associated $q$-entropy
from first principles—that is, considering the property of additivity for both the energy and entropy.
In Section 4, we show the equivalency of the two characteristic differential equations leading to kappa
distributions. In Section 5, we discuss the applications and physical properties of as well as insights into
kappa distributions, and several misinterpretations concerning the formalism of kappa distributions.
Finally, in Section 6, we summarize the conclusions.

2. Statistical Derivation of Kappa Distributions

Space plasmas are particle systems characterized by local correlations and strong collective
behavior among their particles, which can cause significant deviations from the classical framework of
Boltzmann–Gibbs (BG) statistical mechanics and thermodynamics. Kappa distributions describe the
particle velocities when correlations exist among particles—that is, a typical situation for collisionless
particle systems, such as space plasmas. The correlations among particles could be eliminated if particle
collisions occurred at a considerable frequency—that is, if the collision frequency $\omega_{pl}$ was larger than,
or at least comparable to, the plasma frequency $v_{col}$. In general, the ratio of those frequencies is of
the order of $v_{col}/\omega_{pl}\sim N_D$, where $N_D$ stands for the number of particles in a Debye sphere. Also,
the ratio of the Debye length $\lambda_D$ over the mean free path $L_{mfp}$ is of the same order, $\lambda_D/L_{mfp}\sim 1/N_D$.
Collisional plasmas have large values of these ratios, indicating that correlations among particles can be
ignored in such a case; on the contrary, collisionless plasmas have small values of these ratios,
indicating important correlations among particles. For space plasmas, $N_D$ is up to a billion or even
a trillion, indicating highly collisional plasmas, for which collisions cannot eliminate correlations.
(For more details, see: [31], Chapter 2; [1], Chapter 5; [32,33]

The physical meaning of the kappa index can be understood through particle correlations. In fact,
a simple relation exists between the (Pearson) correlation coefficient $R$ and the kappa index $\kappa$—that is,$R = \frac{3}{2}/\kappa$ (for particles with $d = 3$ degrees of freedom) ([28,34]; [1], Chapter 5). The largest
value of kappa, $\kappa \to \infty$, corresponds to the system residing at the classical thermal equilibrium,
characterized by the absence of any correlations; the smallest possible kappa value, $\kappa \to \frac{3}{2}$, corresponds
to the furthest state from classical thermal equilibrium, a state called anti-equilibrium [4], which is
characterized by the highest correlations.
The connection of kappa distributions with statistical mechanics is through the maximization of $q$-entropy under the constraints of canonical ensemble—that is, the normalization of the deduced probability distribution to the unity, and the fixed value of the mean kinetic energy to the internal energy per particle, $U$.

The entropy and the constraints are functionals of the velocity distribution.

- **Entropy:**

$$S[p(u)] \equiv k_B \cdot \int_{-\infty}^{\infty} \kappa \cdot \left\{ p(u) \cdot \sigma_f - \left[ p(u) \cdot \sigma_f \right]^{1+\frac{1}{k}} \right\} d\Omega,$$

where $\sigma_u$ stands for the smallest speed scale parameter characteristic of the system, hence:

$$d\Omega \equiv \frac{du_1 du_2 \ldots du_f}{\sigma_u^f},$$

defines the number of microstates in the $f$–D velocity space. The probability distribution $p(u)$ scales as $\sigma_u^{-f}$; thus, $p(u) \cdot \sigma_u^f$ is dimensionless. We use the particle kinetic energy $\varepsilon_K(u) = \frac{1}{2}m(u - \bar{u})^2$ and mean kinetic energy $\langle \varepsilon_K \rangle = \frac{1}{2}m \langle (u - \bar{u})^2 \rangle$, which interprets the internal energy $U$ per particle.

The $q$-entropy is interwoven with the escort probability distributions [35], while these two concepts together form the modern non-extensive statistical mechanics [5,36]. The escort probability distribution $P(u)$ is constructed from the ordinary probability distribution $p(u)$, through the duality

$$P(u) \cdot \sigma_f \equiv \left\{ p(u) \cdot \sigma_f \right\}^{1+\frac{1}{k}}_d \Leftrightarrow p(u) \cdot \sigma_f \equiv \left\{ P(u) \cdot \sigma_f \right\}^{\frac{k}{k+1}}_d.$$

(The above are still written in the continuous description. For the discrete description, see, e.g., [2]; [1], Chapter 1.)

Within the framework of non-extensive statistical mechanics, the interpretation of the internal energy $U$ is given via the escort expectation value of energy, which is

$$U = \frac{\int_{-\infty}^{\infty} \left\{ P(u) \cdot \sigma_f \right\} \cdot \varepsilon_K(u) d\Omega}{\int_{-\infty}^{\infty} \left\{ P(u) \cdot \sigma_f \right\} d\Omega}.$$
Given the two constraints of Equations (2) and (3), the entropy from Equation (1) is maximized using the Lagrange method—in other words, by using the two Lagrange multipliers $\lambda_1$ and $\lambda_2$ to maximize the functional $G[p(\vec{u})] = S[p(\vec{u})] + \lambda_1 \cdot \Lambda_1[p(\vec{u})] + \lambda_2 \cdot \Lambda_2[p(\vec{u})]$. Therefore, we have

$$\delta S = k_B \cdot \int_{-\infty}^{\infty} \left\{ \kappa - (\kappa + 1) \left( p(\vec{u}) \cdot \sigma_{u'} \right)^{\frac{1}{2}} \right\} \cdot \left[ \delta p(\vec{u}) \cdot \sigma_{u'} \right] d\Omega,$$

$$\delta \Lambda_1 = \int_{-\infty}^{\infty} \left[ \delta p(\vec{u}) \cdot \sigma_{u'} \right] d\Omega,$$

$$\delta \Lambda_2 = \frac{\int_{-\infty}^{\infty} \left( p(\vec{u}) \cdot \sigma_{u'} \right)^{\frac{1}{2}} \delta \left[ p(\vec{u}) \cdot \sigma_{u'} \right] \cdot \left[ \varepsilon_K(\vec{u}) - U \right] d\Omega}{\int_{-\infty}^{\infty} \left[ p(\vec{u}) \cdot \sigma_{u'} \right]^{1+\frac{1}{2}} d\Omega}$$

or

$$\delta \Lambda_2 = \frac{\int_{-\infty}^{\infty} \left( p(\vec{u}) \cdot \sigma_{u'} \right)^{1+\frac{1}{2}} \cdot \left[ \varepsilon_K(\vec{u}) - U \right] d\Omega}{\int_{-\infty}^{\infty} \left[ p(\vec{u}) \cdot \sigma_{u'} \right]^{1+\frac{1}{2}} d\Omega},$$

because $0 = \left( \varepsilon_K(\vec{u}) - U \right) \propto \int_{-\infty}^{\infty} \left[ p(\vec{u}) \cdot \sigma_{u'} \right]^{1+\frac{1}{2}} \cdot \left[ \varepsilon_K(\vec{u}) - U \right] d\Omega$. Hence, we may write

$$\delta G = \delta S + \lambda_1 \delta \Lambda_1 + \lambda_2 \delta \Lambda_2 = k_B \cdot \int_{-\infty}^{\infty} I(\vec{u}) \cdot \left[ \delta p(\vec{u}) \cdot \sigma_{u'} \right] \frac{d\Omega}{\sigma_{u'}} = 0,$$

where

$$I(\vec{u})/(\kappa + 1) \equiv \frac{\kappa + \lambda_1 / k_B}{\kappa + 1} - \left[ 1 + \frac{1}{\kappa} \cdot \frac{-\lambda_2 / k_B}{\int_{-\infty}^{\infty} \left[ p(\vec{u}) \cdot \sigma_{u'} \right]^{1+\frac{1}{2}} d\Omega} \cdot \left[ \varepsilon_K(\vec{u}) - U \right] \right] \left[ p(\vec{u}) \cdot \sigma_{u'} \right]^{\frac{1}{2}}$$

In order for the integral in Equation (10) to be zero for every distribution $p(\vec{u})$, it is necessary for $I(\vec{u}) = 0$, hence

$$p(\vec{u}) \cdot \sigma_{u'} = \left[ \frac{\kappa + \lambda_1 / k_B}{\kappa + 1} \right]^\kappa \cdot \left[ 1 + \frac{1}{\kappa} \cdot \frac{-\lambda_2 / k_B}{\int_{-\infty}^{\infty} \left[ p(\vec{u}) \cdot \sigma_{u'} \right]^{1+\frac{1}{2}} d\Omega} \cdot \left[ \varepsilon_K(\vec{u}) - U \right] \right]^{-\kappa}.$$  

The corresponding escort distribution becomes

$$p(\vec{u}) \cdot \sigma_{u'} = \left[ \frac{\kappa + \lambda_1 / k_B}{\kappa + 1} \right]^{\kappa+1} \cdot \left[ 1 + \frac{1}{\kappa} \cdot \frac{-\lambda_2 / k_B}{\int_{-\infty}^{\infty} \left[ p(\vec{u}) \cdot \sigma_{u'} \right]^{1+\frac{1}{2}} d\Omega} \cdot \left[ \varepsilon_K(\vec{u}) - U \right] \right]^{-\kappa-1}.$$  

This is written as

$$p(\vec{u}) \cdot \sigma_{u'} = Z^{-1} \cdot \left[ 1 + \frac{1}{\kappa} \cdot \frac{\varepsilon_K(\vec{u}) - U}{k_B T} \right]^{-\kappa-1},$$
that is, the standard formulation of kappa distribution, where we use (i) the normalization (partition function), given by

\[
Z \equiv \int_{-\infty}^{\infty} \left[1 + \frac{1}{\kappa} \cdot \frac{\varepsilon_K(u)}{k_B T} - U\right]^{-\kappa - 1} d\Omega = \left[\frac{\kappa + \lambda_1 / k_B}{\kappa + 1}\right]^{-\kappa - 1} \cdot \int_{-\infty}^{\infty} \left[p(u) \cdot \sigma_u^f\right]^{1 + \frac{1}{\kappa}} d\Omega,
\]  
(15)

and (ii) the notion of temperature, whose inverse is taken from

\[
\frac{1}{T} \equiv \frac{-\lambda_2}{\int_{-\infty}^{\infty} \left[p(u) \cdot \sigma_u^f\right]^{1 + \frac{1}{\kappa}} d\Omega}.
\]  
(16)

(More details on the concept of temperature for systems described by kappa distributions can be found in [5]; [1], Chapter 1; [14].)

The dyadic formalism of ordinary/escort distributions is of fundamental importance in modern non-extensive statistical mechanics (e.g., [35,36]; [1], Chapter 1). However, the maximization of entropy can follow an alternative path, in which there is no use for the formalism of escort distributions. In particular, it was shown that this dyadic formalism of distributions can be avoided in order to simplify the theory, but it leads to a dyadic formulation of entropy [30]. According to this, the constraint of internal energy is written as

\[
\Lambda_2[p(u)] \equiv \int_{-\infty}^{\infty} p(u) \cdot \sigma_u^f \cdot [\varepsilon_K(u) - U] d\Omega = 0.
\]  
(17)

The entropy maximization in Equation (10) gives the argument I:

\[
0 = I(u) / (\kappa + 1) \equiv \frac{\kappa + \lambda_1 / k_B}{\kappa + 1} = \left[1 + \frac{1}{-\kappa - 1} \cdot \frac{-\lambda_2 / k_B}{\kappa + \lambda_1 / k_B} \cdot [\varepsilon_K(u) - U] \cdot \left[p(u) \cdot \sigma_u^f\right]^{\frac{1}{\kappa}}ight],
\]  
(18)

thus,

\[
p(u) \cdot \sigma_u^f = \left[\frac{\kappa + \lambda_1 / k_B}{\kappa + 1}\right]^{\kappa} \cdot \left[1 + \frac{1}{-\kappa - 1} \cdot \frac{-\lambda_2 / k_B}{\kappa + \lambda_1 / k_B} \cdot [\varepsilon_K(u) - U] \cdot \int_{-\infty}^{\infty} \left[p(u) \cdot \sigma_u^f\right]^{1 + \frac{1}{\kappa}} d\Omega \right]^{\kappa},
\]  
(19)

where we substituted

\[
\int_{-\infty}^{\infty} \left[p(u) \cdot \sigma_u^f\right]^{1 + \frac{1}{\kappa}} d\Omega = \frac{\kappa + \lambda_1 / k_B}{\kappa + 1}.
\]  
(20)

We again substitute the Lagrange multipliers \(\lambda_1\) and \(\lambda_2\) with the normalization constant or partition function \(Z\) and the temperature \(T\), respectively:

\[
p(u) \cdot \sigma_u^f = Z^{-1} \cdot \left[1 + \frac{1}{-\kappa - 1} \cdot \frac{\varepsilon_K(u) - U}{k_B T}\right]^{\kappa}.
\]  
(21)

Then, after the transformation \(\kappa \to \tilde{\kappa}\):

\[
\tilde{\kappa} = -\kappa - 1 \iff \kappa = -\tilde{\kappa} - 1,
\]  
(22)

the distribution takes the standard form, as in Equation (14),

\[
p(u) \cdot \sigma_u^f = Z^{-1} \cdot \left[1 + \frac{1}{\tilde{\kappa}} \cdot \frac{\varepsilon_K(u) - U}{k_B T}\right]^{-\tilde{\kappa} - 1}.
\]  
(23)
We note that we avoid the concept of escort distribution but the kappa index transformation, \( \kappa \rightarrow \tilde{\kappa} \) in Equation (22), leads to a duality of entropy, as shown in [30]—that is, \( S(\kappa) \leftrightarrow S(\tilde{\kappa}) \). It is also important to mention that this alternative method of maximization has the advantage that it can be used for any entropic formulae, e.g., in theoretical analyses that seek to retrieve the entropic form considering other first physical principles (Section 3).

3. Statistical Origin of Kappa Distributions

The entropy maximization shown in the previous section cannot be conceived as the statistical origin of kappa distributions. Entropy and distribution are two functions that can be equivalently derived from each other. Given an entropic function, that function can be maximized to find the canonical distribution; also, in reverse steps, given a distribution, we can always find an appropriate functional form of entropy that can be maximized and lead to this desired distribution. Therefore, we need to derive the origin of the kappa distribution, or equivalently, its associated entropy. Moreover, it has been shown that first principles, such as the additivity of energy, are important to mention that this alternative method of maximization has the advantage that it can be used for any entropic formulae, e.g., in theoretical analyses that seek to retrieve the entropic form considering other first physical principles (Section 3).

Here we set a discrete energy distribution: energy \( \epsilon_1 \) with probability \( p_1 \), energy \( \epsilon_2 \) with probability \( p_2 \), \ldots, and energy \( \epsilon_w \) with probability \( p_w \). The entropy and its maximization can be generally formulated as follows:

\[
S = k_B \sum_{i=1}^{w} f(p_i) \Leftrightarrow f'(p_i) + \lambda_1 + \lambda_2 \epsilon_i = 0 \Leftrightarrow p_i(\epsilon_i) = f^{-1}(-\lambda_1 - \lambda_2 \epsilon_i),
\]

(setting \( k_B = 1 \)). For example, in non-extensive statistical mechanics [37], the entropic function \( f \) is mono-parametrical, expressed by the kappa index as shown in Equation (1):

\[
f(x) = x \cdot \ln_x(1/x) = \kappa \cdot (x - x^{\frac{1}{\kappa}}),
\]

which, for \( x \rightarrow \infty \) corresponding to BG entropy, is reduced to

\[
f(x) = x \cdot \ln(1/x), \text{ for } \kappa \rightarrow \infty.
\]

Therefore, the statistical origin of kappa distributions coincides with the statistical origin of their associated entropy. Moreover, it has been shown that first principles, such as the additivity of energy and entropy, are sufficient for indicating the specific formula of \( q \)-entropy [14].

The probability distributions of \( p^A_i \), \( p^B_j \), and \( p^{A+B}_{ij} \), are related to their energies:

\[
f'(p^A_i) + \lambda_1 + \lambda_2 \epsilon_i^A = 0, f'(p^B_j) + \lambda_1 + \lambda_2 \epsilon_j^B = 0, f'(p^{A+B}_{ij}) + \lambda_1 + \lambda_2 \epsilon^A_{ij} + \lambda_2 \epsilon^B_{ij} = 0,
\]

where we consider two subsystems, A and B, with respective energy spectra \( \{\epsilon_i^A\}_{i=1}^{W_A} \) and \( \{\epsilon_j^B\}_{j=1}^{W_B} \), associated with the discrete probability distributions \( \{p_i^A\}_{i=1}^{W_A} \) and \( \{p_j^B\}_{j=1}^{W_B} \). The total system A + B has energy spectrum \( \{\epsilon^A_{ij}\}_{i,j=1}^{W} \), associated with the joint probability distribution \( \{p^A_{ij}\}_{i,j=1}^{W} \).

Thus, the additivity of energies, \( \epsilon^A_{ij} + \epsilon^B_{ij} = \epsilon_i^A + \epsilon_j^B \), gives

\[
f'(p^{A+B}_{ij}) - \lambda_1 = f'(p^A_i) + f'(p^B_j), \text{ or}
\]

\[
\left[ \frac{1}{-\lambda_1} f'(p^{A+B}_{ij}) - 1 \right] = \left[ \frac{1}{-\lambda_1} f'(p^A_i) - 1 \right] + \left[ \frac{1}{-\lambda_1} f'(p^B_j) - 1 \right].
\]
Applying $\sum_{i=1}^{W} \sum_{j=1}^{W} p_{ij}^{A+B} \times$ in both sides of Equation (29), we obtain
\[
\sum_{i,j}^{W} \left[ \frac{1}{-\lambda_1 f'(p_{ij}^{A+B})} - 1 \right] p_{ij}^{A+B} = \sum_{i}^{W} \left[ \frac{1}{-\lambda_1 f'(p_i^A)} - 1 \right] p_i^A + \sum_{j}^{W} \left[ \frac{1}{-\lambda_1 f'(p_j^B)} - 1 \right] p_j^B. \tag{30}
\]
This is compared with the additivity of entropy:
\[
S^{A+B} = \sum_{i,j}^{W} f(p_{ij}^{A+B}) = \sum_{i}^{W} f(p_i^A) + \sum_{j}^{W} f(p_j^B) = S^A + S^B. \tag{31}
\]
We observe that the two functions $f(x)$ and $\text{[1]} f'(x) - 1 \cdot x$ have the same additivity property. Therefore, one function $f(x)$ that satisfies the additivity of entropy is the one that obeys the proportionality, $f(x) \propto [\frac{1}{-\lambda_1 f'(x) - 1} \cdot x$, or the differential equation
\[
f'(x) + \frac{\lambda_1}{c} f(x) = -\lambda_1. \tag{32}
\]
Setting $1 + \frac{1}{\kappa} = -\frac{\lambda_1}{c}$ and $\lambda_1 = 1$ (that is, setting the entropic unit $k_B$ equal to 1), we end up with
\[
f'(x) - \left(1 + \frac{1}{\kappa}\right) \frac{1}{c} f(x) + 1 = 0. \tag{33}
\]
The solution of this differential equation is the entropy associated with kappa distributions, or the $q$-entropy.

4. Characteristic Differential Equation

The derived differential Equation (33) in the previous section has a solution the entropic function $f(x)$ of $S = k_B \cdot \sum_{i=1}^{W} f(p_i)$ in Equation (24). Here, we derive the characteristic differential equation of the kappa distribution function, $p(\varepsilon)$.

Equation (28) is written as
\[
\frac{df(p)}{dp} + \lambda_1 + \lambda_2 \varepsilon = 0, \tag{34}
\]
and in combination with Equation (33):
\[
\frac{df(p)}{dp} = -\frac{\lambda_1}{c} \frac{1}{p(\varepsilon)} f(p) - \lambda_1, \tag{35}
\]
we have
\[
-(\lambda_1 + \lambda_2 \varepsilon) = -\frac{\lambda_1}{c} \frac{1}{p(\varepsilon)} f(p) - \lambda_1, \text{ or}\]
\[
-\lambda_2 \varepsilon p(\varepsilon) = -\frac{\lambda_1}{c} f(p). \tag{36}
\]
We differentiate
\[
-\lambda_2 \varepsilon \frac{dp(\varepsilon)}{d\varepsilon} - \lambda_2 p(\varepsilon) = -\frac{\lambda_1}{c} \frac{dp(\varepsilon)}{d\varepsilon} \frac{df(p)}{dp} = \frac{dp(\varepsilon)}{d\varepsilon} \cdot \frac{\lambda_1}{c} (\lambda_1 + \lambda_2 \varepsilon). \tag{37}
\]
Hence
\[
\frac{dp(\varepsilon)}{d\varepsilon} \left[ -\lambda_2 \varepsilon - \frac{\lambda_1}{c} (\lambda_1 + \lambda_2 \varepsilon) \right] - \lambda_2 p(\varepsilon) = 0, \text{ or}
\]
\[
\frac{dp(\varepsilon)}{p(\varepsilon) d\varepsilon} = \frac{-\lambda_2}{\lambda_1^2 - (1 + \frac{\lambda_1}{\kappa})(-\lambda_2 \varepsilon)}. \tag{38}
\]
Substituting \( 1 + \frac{1}{\kappa} \equiv -\frac{\lambda_1}{c} \), we obtain

\[
\frac{dp(\epsilon)}{p(\epsilon)d\epsilon} = \frac{-\lambda_2}{-\lambda_1(1 + \frac{1}{\kappa}) + \frac{1}{\kappa}(-\lambda_2 \epsilon)}.
\] (39)

The second Lagrange multiplier \( \lambda_2 \) is related with the inverse temperature \( \beta = 1/(k_B T) \equiv -\lambda_2 \), thus

\[
\frac{dp(\epsilon)}{p(\epsilon)d\epsilon} = \frac{\beta}{-\lambda_1 \frac{1+\kappa}{\lambda_1+\kappa} (1 + \frac{1}{\kappa}) + \frac{1}{\kappa} \beta \epsilon'}.
\] (40)

where we used Equation (16) and the equality

\[
\int_{-\infty}^{\infty} \left[ p(\vec{u}) \cdot \sigma f \right]^{1+\frac{1}{\kappa}} d\Omega = \frac{\kappa + \lambda_1}{\kappa + 1}.
\]

Also, the first Lagrange multiplier, \( \lambda_1 \), can be set to 1 (see more details in [30]), hence

\[
\frac{dp(\epsilon)}{p(\epsilon)d\epsilon} = -\frac{\kappa + 1}{\kappa} \frac{\beta}{1+\frac{1}{\kappa} \beta \epsilon'}.
\] (41)

Then, the transformation of kappa in Equation (22) brings us finally to the differential equation

\[
\frac{dp(\epsilon)}{p(\epsilon)d\epsilon} = -\frac{\kappa + 1}{\kappa} \frac{\beta}{1+\frac{1}{\kappa} \beta \epsilon'}.
\] (42)

or, expressed in terms of speeds:

\[
\frac{dp(u)}{p(u)du} = -\frac{\kappa + 1}{\kappa} \frac{2\beta u}{1+\frac{1}{\kappa} \beta u^2}.
\] (43)

This coincides with the differential equation derived from the model of Shizgal [29]. The time dependence of the distribution function of the test particle is given by a Fokker–Planck equation for Coulomb collisions.

5. Discussion: Applications and Physical Insights

The kappa distributions have a tremendous number of applications in space and astrophysical plasmas, such as the inner heliosphere, including solar wind (e.g., [13,20,26,38–48]), solar spectra (e.g., [49,50]), the solar corona (e.g., [51–54]), solar energetic particles (e.g., [55,56]), corotating interaction regions (e.g., [57]), and related solar flares (e.g., [21,33,58,59]); planetary magnetospheres, including the magnetosheath (e.g., [60,61]), magnetopause (e.g., [62]), magnetotail (e.g., [63]), ring current (e.g., [64]), plasma sheet (e.g., [65–67]), magnetospheric substorms (e.g., [68]), Aurora (e.g., [69]); magnetospheres of giant planets like the jovian (e.g., [70–72]), Saturnian (e.g., [73–76]), Uranian (e.g., [77]), and Neptunian (e.g., [78]); magnetospheres of planetary moons, such as Io (e.g., [79]) and Enceladus (e.g., [80]); cometary magnetospheres (e.g., [81,82]); the outer heliosphere and the inner heliosheath (e.g., [13,22,83–97]); beyond the heliosphere, including HII regions (e.g., [98]), planetary nebula (e.g., [99,100]), and supernova magnetospheres (e.g., [101]), and in cosmological scales (e.g., [102]). The kappa distributions have also been applied in general to plasma-related analyses (e.g., [11,92,103–120].

The plethora of these applications stands on the fact that the kappa distributions are the most general formulations of particle velocity distributions that can be assigned with a temperature [13]. On the other hand, the kappa index that labels and governs these distributions constitutes a new thermodynamic variable, equally important as the temperature.
The kappa index depends on the dimensionality of the problem—that is
\[ \kappa(d) = \text{const.} + \frac{1}{2} d \]  
where the involved “constant” means that the difference \( \kappa(d) - \frac{d}{2} \) is invariant under changes of the dimensionality, e.g., the degrees of freedom or the dimensionality of the kappa distribution we choose to use in our analyses. This invariant quantity has the meaning of the actual kappa index, namely, it indicates the stationary state in which the system resides; it is noted by \( \kappa_0 \), as of zero dimensionality kappa ([27,33]; [1], chapters 1 & 3).

In terms of the invariant kappa index, the kappa distribution is written as:
\[ P(\vec{u}; \kappa, \kappa_0) = (\pi \kappa_0 \theta^2)^{-\frac{1}{2}d} \cdot \frac{\Gamma(\kappa_0 + 1 + \frac{d}{2})}{\Gamma(\kappa_0 + 1)} \cdot \left[1 + \frac{1}{\kappa_0} \cdot \left(\frac{\vec{u} - \vec{u}_b}{\theta^2}\right)^{2} \right]^{-\kappa_0-1-\frac{1}{2}d}. \]  

The corresponding kappa distribution of the kinetic energy, \( \epsilon_K = \frac{1}{2} m (\vec{u} - \vec{u}_b)^2 \), is
\[ P(\epsilon_K; \kappa_0, T) = \frac{(\kappa_0 k_B T)^{-\frac{1}{2}d}}{B(\frac{1}{2} d, \kappa_0 + 1)} \cdot \left(1 + \frac{1}{\kappa_0} \cdot \frac{\epsilon_K}{k_B T}\right)^{-\kappa_0-1-\frac{1}{2}d} \cdot \epsilon_K^{\frac{1}{2}d-1}. \]  

In terms of the standard kappa index, \( \kappa = \kappa_0 + \frac{3}{2} \), the distributions become:
\[ P(\vec{u}; \kappa, \theta) = [(\pi (\kappa - \frac{3}{2}) \theta^2)]^{-\frac{1}{2}d} \cdot \frac{\Gamma(\kappa + d\frac{1}{2})}{\Gamma(\kappa - \frac{1}{2})} \cdot \left[1 + \frac{1}{\kappa - \frac{3}{2}} \cdot \left(\frac{\vec{u} - \vec{u}_b}{\theta^2}\right)^{2} \right]^{-\kappa-\frac{1}{2}(d-1)}, \]  
and
\[ P(\epsilon_K; \kappa, T) = \frac{[(\kappa - \frac{3}{2}) k_B T]^{-\frac{1}{2}d}}{B(\frac{1}{2} d, \kappa - \frac{1}{2})} \cdot \left(1 + \frac{1}{\kappa - \frac{3}{2}} \cdot \frac{\epsilon_K}{k_B T}\right)^{-\kappa-\frac{1}{2}(d-1)} \cdot \epsilon_K^{\frac{1}{2}d-1}. \]  

Note that the notion of kinetic energy is given by the subscript K (capital letter in non-italics).

The invariant kappa index, \( \kappa_0 \), is of fundamental importance in the theory and applications of kappa distributions. The kappa distribution describes all the correlated particles together. For \( N \) correlated particles, with \( d \) degrees of freedom per particle, the total degrees of freedom becomes \( f = N \cdot d \), hence
\[ \kappa(f) = \kappa_0 + \frac{1}{2} f, \]  
while the distribution of the energy per particle \( \epsilon_p \) is
\[ P(\epsilon_p; \kappa_0, T; N) = \frac{\left(\kappa_0 k_B T / N\right)^{-\frac{1}{2}N}}{B(\frac{1}{2} N, \kappa_0 + 1)} \cdot \left(1 + \frac{1}{\kappa_0} \cdot \frac{N \epsilon_p}{k_B T}\right)^{-\kappa_0-1-\frac{1}{2}N} \cdot \epsilon_p^{\frac{1}{2}N-1}. \]  

In the thermodynamic limit, \( N \to \infty \), Equation (50) becomes
\[ P(\epsilon_p; T; \kappa_0; N \to \infty) = \frac{\left(\frac{1}{2} \kappa_0\right)^{\kappa_0+1}}{\Gamma(\kappa_0 + 1)} \cdot (kT)^{\kappa_0+1} \cdot \epsilon_p^{-\kappa_0-2} \exp\left\{ -\frac{d}{2} \kappa_0 k_T \cdot \frac{1}{\epsilon_p} \right\}. \]  

Note that this distribution can be expressed in terms of the inverse Gamma function [27]. Figure 1 plots the kappa distribution of the energy per particle from Equation (50), expressed in terms of \( \epsilon_p / (k_B T) \), and for various numbers of correlated particles \( N \), from \( N = 1 \) to \( N = 50 \), practically tending to infinity, as shown in Equation (35).
Figure 1. The kappa distribution plotted for kappa index $\kappa_0 = 1$ and various numbers of correlation particles $N (1, 2, 5, 10, 20, 50)$. As $N$ increases, the distribution approaches its limiting case from Equation (50).

Therefore, the stationary state that characterizes the particle system can be described, in general, by three parameters: the temperature $T$ and kappa $\kappa_0$, which constitute the two independent intensive thermodynamic quantities, and the number of correlated particles $N$. The same three parameters characterize the corresponding entropy that describes the given particle system. The entropy associated with kappa distributions has been developed in [93], [1] (Chapter 2), and [14]. It constitutes the generalized Sackur–Tetrode entropic formula, given by

$$S = k_B \cdot \ln_k[(T/T_0)^{1/2d}N] = k_B \cdot \kappa \cdot \left[1 - (T/T_0)^{1/2d}N/\kappa\right],$$

or

$$\exp_\kappa(S/k_B) = (1 - \frac{1}{\kappa}S/k_B)^{-\kappa} = (T/T_0)^{1/2d}N,$$

where we used the deformed exponential and logarithm functions, i.e., $\exp_\kappa(x) = (1 - \frac{1}{\kappa}x)^{-\kappa}$ and $\ln_k(x) \equiv \kappa \cdot (1 - x^{-\frac{1}{\kappa}})$ (e.g., see: [1], Chapter 1). The parameter $T_0$ constitutes the minimum possible temperature for the entropy to be positive: $kT_0 = C \cdot h_C^2 (m_e m_i)^{-\frac{1}{2}} \cdot \ell_C^2 \cdot g_\kappa$, where $C = (9\pi/2)^{1/3}/e \approx 0.89$. The length parameter $\ell_C$ is interpreted by the interparticle distance $b \sim n^{-1/d}$ for collisional particle systems, or by the smallest correlation length, such as, the Debye length $\lambda_D$ for collisionless particle systems. The parameter $g_\kappa$ is a function of the kappa index $\kappa_0$ and the number of correlated particles $N$; a large $N$ becomes $g_\kappa \approx 1$. The phase-space cell parameter $h_C$ is interpreted by the Planck’s constant $\hbar$ for collisional particle systems, or by the large-scale quantization constant $\hbar$ for collisionless particle systems (e.g., [1], Chapters 2 & 5; [14, 27, 33, 121–124]).

Equation (53) can be written as $\ln(1 - \frac{1}{\kappa}S/k_B)^{-\kappa} = \frac{1}{2d}N \cdot \ln(T/T_0)$; differentiating it in terms of $T$, and using the equipartition theorem for the internal energy $U = \frac{1}{2d}N k_B T$ [2], we derive

$$\frac{1}{1 - \frac{1}{\kappa}S/k_B} \frac{dS}{dU} = \frac{1}{T},$$

which constitutes the thermodynamic definition of temperature, generalizing the classical case of

$$\frac{dS}{dU} = \frac{1}{T}. $$
Indeed, as shown by [14,125], all the particle systems that are in thermal equilibrium to each other have the same value of the quantity given by the functional of entropy \( S \) and internal energy \( U \) at the left-hand side of Equation (54). This quantity can be written as

\[
\frac{dS}{dU} = \frac{d\ln (1 - \frac{1}{\kappa}S/k_B)}{d(U/k_B)} = \frac{1}{T},
\]

(56)

where the auxiliary notion of entropy \( \tilde{S} \) is connected with the actual entropy \( S \) through \( \exp (\tilde{S}/k_B) = \exp (S/k_B) = \ln (1 - \frac{1}{\kappa}S/k_B) \) [30]. However, the temperature is not the only intensive thermodynamic parameter characterizing particle systems. Another thermodynamic parameter is the notion of kappa, whose thermodynamic definition is given as follows.

When the thermal equilibrium of a particle system is disturbed by adding a small entropy \( d\sigma \) into it, the final entropic deviation, after the thermal equilibrium is restored, is \( dS \), according to

\[
\frac{1}{\tilde{S}} \left( \frac{dS}{d\sigma} - 1 \right) \equiv -\frac{1}{\kappa},
\]

(57)

which constitutes the generalized thermodynamic definition of kappa. Again, as it was shown by [14], all the particle systems that are in thermal equilibrium to each other have the same value of the quantity given by the functional of entropy \( S \) and internal energy \( U \) at the left-hand side of Equation (57).

According to [14], the zeroth law of thermodynamics indicates that temperature and kappa are the two independent parameters spanning the two-dimensional (2-D) abstract space of thermodynamics. Therefore, temperature is not the only intensive thermodynamic parameter, but both the temperature and kappa are needed for characterizing thermal equilibrium; the former shows the way entropy varies with internal energy, e.g., when heat is exchanged among two systems, while the latter shows the way that entropy partitions. Then, particle systems in contact, capable to exchange heat and entropy, are eventually stabilized into stationary states, which are not described only by a Maxwell–Boltzmann distribution, but generally by a kappa distribution function.

Before these developments, it was thought that the only intensive thermodynamic parameter characterizing particle systems at thermal equilibrium is temperature, and this is the only parameter that should be included in the classical statistical mechanics and kinetic theory of gases. For this reason, misinterpretations may occur when attempting to understand the thermodynamics of non-extensive statistical mechanics using classical definitions that do not apply in the general case, such as Equation (55) (e.g., [126]).

Such a misinterpretation concerns the meaning and determination of temperature. In particular, instead of the actual thermal speed \( \theta \), a kappa-dependent thermal speed may be used, defined by \( \Theta \equiv \sqrt{(\kappa - \frac{3}{2})/\kappa \cdot \sqrt{\frac{d-1}{2}}} \cdot \theta \) (e.g., see [127,128]). Then, the distribution in Equation (47) becomes

\[
P(\tilde{u}; \Theta, \kappa) = (\frac{2}{d-1} \pi \kappa \Theta^2)^{-\frac{d}{2}} \cdot \frac{\Gamma(\kappa + \frac{d-1}{2})}{\Gamma(\kappa - \frac{1}{2})} \cdot \left[ 1 + \frac{1}{\kappa} \cdot \frac{(\tilde{u} - \tilde{u}_b)^2}{\Theta^2} \right]^{-\kappa - \frac{1}{2}(d-1)}. \]

(58)

The rationale of Equation (58) is that \( \Theta \) coincides with the most frequent speed in the co-moving frame \( (\tilde{u}_b = 0) \), though this interpretation fails for \( d = 1 \). As it was stated in [1]: “Why should utilize the most frequent speed \( u \) and not the most frequent square root of speed \( \sqrt{u} \), or even some other power \( u^a \) or general function \( g(u) \)? If we argue that these functions may lack of physical meaning, then how about returning to the kinetic energy, whose mean value defines the temperature in accordance with thermodynamics”.

Temperature is a thermodynamic variable independent of the kappa index, and it is invariant under the system’s transitions to different kappa indices. The same system will have the same internal energy or temperature for any kappa index, even when the latter is infinity and the distribution
becomes Maxwellian. However, if $\Theta$ was a thermal parameter independent of the kappa index, then the internal energy would have included the kappa index. As it was stated in [106], “clearly, from the definition of temperature, all distributions with the same mean energy per particle have the same temperature”. Therefore, care must be shown, since this distribution cannot be investigated in terms of $\Theta$, as it would have been if this was an independent parameter; the actual thermal speed $\theta$ must be used instead. (For more misinterpretations and their resolution, see: [1], Chapter 1.8.3.)

Furthermore, we mention that the notions of temperature and kappa that characterize the generalize description of thermodynamics are the same for anisotropic kappa distribution of velocities/energies (e.g., [129]). Such anisotropies occur when the particle kinetic energy is stabilized in non-equal portions among particle kinetic degrees of freedom. Therefore, the equipartition theorem cannot be applied to each of the three degrees, but to all of them together; thus, the temperature is still given by the mean of the total kinetic energy. The main and most frequently used formulations of anisotropic kappa distributions are those describing plasma in the presence of an ambient magnetic field. In this case, there is anisotropy between the velocity components (parallel, $u_\parallel$, and perpendicular, $u_\perp$) to the field. We have two main cases (e.g., [1], Chapter 4; [5]):

1) when the parallel and perpendicular degrees of freedom are correlated to each other:

$$P(u; \kappa_0, \theta_\parallel, \theta_\perp) = \pi^{-\frac{3}{2}}\kappa_0^{-\frac{3}{2}}\Gamma(\kappa_0 + \frac{3}{2}) \cdot \theta_\parallel^{-\theta_\perp - 2} \times \left\{ 1 + \frac{1}{\kappa_0} \left[ \frac{(u_\parallel - u_{\parallel 0})^2}{\theta_\parallel^2} + \frac{(u_\perp - u_{\perp 0})^2}{\theta_\perp^2} \right] \right\}^{-\kappa_0 - \frac{5}{2}}$$  (59)

2) when the parallel and perpendicular degrees of freedom are independent to each other:

$$P(u; \kappa_0, \theta_\parallel, \theta_\perp) = \pi^{-\frac{3}{2}}\kappa_0^{-\frac{3}{2}}\Gamma(\kappa_0 + \frac{3}{2}) \cdot \theta_\parallel^{-\theta_\perp - 2} \times \left\{ 1 + \frac{1}{\kappa_0} \cdot \frac{(u_\parallel - u_{\parallel 0})^2}{\theta_\parallel^2} \right\}^{-\kappa_0 - \frac{5}{2}} \cdot \left\{ 1 + \frac{1}{\kappa_0} \cdot \frac{(u_\perp - u_{\perp 0})^2}{\theta_\perp^2} \right\}^{-\kappa_0 - \frac{5}{2}}$$  (60)

where we set $\theta_\parallel \equiv \sqrt{2k_B T_\parallel / m}$ and $\theta_\perp \equiv \sqrt{2k_B T_\perp / m}$. For all the above, the temperature and thermal speed are given by

$$T = (T_\parallel + 2T_\perp) / 3, \theta = \sqrt{2k_B T / m} = \sqrt{(\theta_\parallel^2 + 2\theta_\perp^2) / 3}.$$  (61)

The reader can find the more complicated cases of moderate correlation among the degrees of freedom in [1].

In addition, we have to mention the importance of the power-law behavior of kappa distributions at high energy regions. Indeed, kappa distributions have received impetus, as their Maxwellian “core” and power-law “tail” features provide efficient modelling for observed distributions throughout the heliosphere. Both the Maxwellian core and power-law tail can support useful techniques for finding the values of temperature and kappa. Some examples are the methods of exploiting the Maxwellian behavior of kappa distributions at the core [26,27,117] and the power-law behavior of kappa distributions at the tail [88–90]. Nevertheless, care must be shown when using power-laws in general. The basic failures of pure power-laws (or combinations thereof) for describing the velocity/energy distribution functions are the following: (i) normalization—namely, they cannot be normalized; (ii) correspondence, where they do not include the classical limit of Maxwell distribution; and (iii) inconsistency, meaning they are not consistent with zeroth law of thermodynamics. On the other hand, kappa distributions (i) can be normalized; (ii) can recover Maxwell distribution for $\kappa \to \infty$; and (iii) constitute the most general formulation consistent with zeroth law of thermodynamics. In other words, kappa distributions and combinations thereof are the most general formulations of particle velocity or energy distributions characterizing stationary states, i.e., steady states assigned with a temperature.
There are certainly several other non-standard formalisms of kappa distributions. These may not be consistent with standard thermodynamics and the zeroth law of thermal equilibrium, but they can be aligned with special cases of thermal equilibria where several specific features of space plasma particles (e.g., turbulence, superposition, etc.) are taken into account. Some examples are the following: the summation of two kappa distributions, one regular and one with negative kappa index [130] (for details on the negative index see [131]); the log-normal kappa distribution [132]; the modified version for describing discontinuities [133]; the product of kappa distributions with an exponential thermal factor, in order for the moments to be defined [128]; and the $L_p$-normed kappa distributions, where the mean energy is expressed using non-Euclidean $L_p$-norms [118,134].

6. Conclusions

Kappa distributions have numerous applications in space and astrophysical plasmas. There are various mechanisms capable of generating kappa distributions in these plasmas. Nevertheless, none of these mechanisms can explain whether kappa distributions are allowed by the laws of statistical mechanics and thermodynamics.

The main results are summarized as follows:

- We showed the connection of kappa distributions with statistical mechanics, by maximizing the associated $q$-entropy under the constraints of the canonical ensemble, within the framework of continuous description and using the kappa index formalism.
- We presented the standard method of the $q$-entropy maximization, which adopts the concept of escort probabilities; in addition, an alternative method that disregards these probabilities was also demonstrated.
- We presented the derivation of the $q$-entropy from first principles that characterize space plasmas and the additivity of energy and entropy.
- We derived the characteristic first order differential equation, whose solution is the kappa distribution function.

Classical statistical mechanics has stood the test of time for describing Earth-like systems which reside at thermal equilibrium and are aligned with Maxwellian distributions. Space plasmas though, from the solar wind to planetary magnetospheres and the outer heliosphere, are systems out of thermal equilibrium as described by kappa distributions. However, kappa distributions are not empirically but physically meaningful, as they are connected with statistical mechanics and thermodynamics. Understanding the physical origin of kappa distributions will be the cornerstone for further theoretical developments and applications in space and astrophysical plasmas.
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