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Abstract: In this paper, a non-modal parametric method to identify structural damage using a regularized autoregressive moving average time series model under environmental excitation is proposed in combination with the virtual impulse response function. This method can use the structural vibration response to determine the damage caused to the structure during environmental excitation. Firstly, the virtual impulse response function is obtained by using the structural vibration response. Then, a regularized ARMA time series model is used to fit the virtual impulse response function. Based on the change of auto-regression coefficients in the regularization model under different damage cases, the structural damage is identified. The authors derive the regularization equation of an ARMA time series model to solve the problems in a time series model and obtain the regularization coefficient. Finally, this method is applied to a three-degrees-of-freedom chain structure and a three-floor shear structure of the Los Alamos National Laboratory (LANL). The experimental results show that the method based on the regularized ARMA time series model under environmental excitation can effectively identify the structural damage, which is a reliable method for damage identification. The regularized ARMA time series model can accurately extract signal features and has invaluable application prospects in the field of structural health monitoring.
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1. Introduction

In recent years, along with the rapid development of sensor technology [1–6] and advanced algorithms [7–9], structural health monitoring [10] has gradually become an important part of the operation and management of basic civil facilities. Engineers perform damage detection [11–15] on the structure and repair it in time to avoid unnecessary loss of personal or public property. At present, the global damage detection based on the structural vibration characteristics [16] has become the core of the SHM field, including modal parametric methods and non-modal parametric methods [17]. The modal parametric methods are based on the fact that the modal parametric of the structure can reflect the structural damage, such as the natural frequency, mode shape [18], mode curvature, modal flexibility [19] and modal strain energy to identify the damage. However, the damage identification method based on a modal parametric cannot be applied successfully in practical engineering [20]. The main reason is that, although the accuracy of modal frequency measurement is high, it is not sensitive to structural damage, especially in the case of environmental
changes. The actual measurement of mode shapes is inaccurate, and it is difficult to obtain high-order mode shapes. The non-modal parametric methods [21–23] use the structural vibration response data directly or extract information from the measured response data that can reflect structural damage through a certain transformation. Compared to the structural modal parametric methods, the non-modal parametric methods are convenient, accurate, and can meet the real-time requirements of structural health monitoring [24].

The damage identification method based on the regularized autoregressive moving average time series model under environmental excitation proposed in this paper is a kind of non-modal parametric method. This method combines the virtual impulse response function with the regularized ARMA time series for the first time, and uses the auto-regression coefficients of the regularized time series model to identify the structural damage. So-called environmental incentives generally include wind load excitation, earth pulsation excitation, and personnel vehicle load excitation. The experiments done in this paper are all based on the simulation of the earth’s pulsating environment. However, it can be seen from the theoretical deduction that this method is not limited to the environmental excitation of the earth pulsation.

The virtual impulse response function is a very effective non-modal parametric damage signal. It can not only effectively overcome the randomness of the environmental stimulus, but also reflects the inherent characteristics of the structure. Ding et al. [25] carried out wavelet packet transform on the virtual impulse response function and computed the wavelet packet energy spectrum of the virtual impulse response function. By applying this method to a benchmark model, the effective identification of structural damage and the robustness of environmental excitation were verified. Diao et al. [26] proposed the wavelet packet transform processing of the virtual impulse response function and computed the energy of the wavelet packet node. Using the wavelet packet node energy before and after damage as the damage feature vector, the location of structure damage was determined by combining the pattern classification function of BP neural network, and the results show the effectiveness of the method and the robustness of environmental excitation.

The damage detection method based on time series analysis is also an effective non-modal parametric method. Time series analysis was a method originally used to analyze time series data in order to define the statistical characteristics of data and predict its future trends. Its application was initially in the economic and electrical engineering field. In recent years, time series models have been increasingly valued by SHM researchers. Sohn et al. [27] combined an autoregressive model with an externally derived autoregressive model (ARX) to propose a damage detection method, and the residual error was used as a damage feature to identify structural damage. Mei et al. [23] used an autoregressive model with external inputs (ARX model) to quantify changes in mass, stiffness, and damping in numerical models using acceleration, velocity, and displacement data. Liu et al. [28] used monitoring data to establish an ARMA model and used the principal component analysis method to extract new structural damage characteristics from the model’s autoregressive coefficients. A t-test was used to examine whether there was a significant change in the index before and after damage. Then it was applied to the finite element model of a three-span continuous beam with one section. The experimental results show that this method can effectively extract the damage information from the monitoring data.

Although there are many investigations in the damage detection of the time series model, there is a big problem with the analysis of the time series model. That is, under certain conditions, the system of equations will produce ill-conditioned problems, causing the time series model to be ill-posed. This will make the model coefficient very unstable [29]. In response to this problem, many scholars have proposed a regularization method for the time series model; however, they only derived the regularization equation of the AR model [30]. Based on the regularization of the AR model, the authors further derive the regularization method of the ARMA model. The selection of a regularization coefficient is described in detail. The authors have found that the regularized time series model can not
only simulate and predict the time series, but also accurately extract the characteristics of the signal, and it has good application prospects in the field of damage identification.

2. Virtual Impulse Response Function

The excitation and response have the following relationship in the frequency domain:

\[ Y(\omega) = H(\omega) \cdot U(\omega), \]  

(1)

where \( Y(\omega) \) is the Fourier transform of the response, \( H(\omega) \) is the Fourier transform of the excitation, and \( U(\omega) \) is a frequency response function.

The cross-spectrum density of reference point response (virtual excitation) \( x(t) \) and measuring point response \( x(t) \) is \( G_{yu}(\omega, i, j) \). The auto-spectral density of reference point \( x_i(t) \) is \( G_{uu}(\omega, i, j) \), as shown in the following formula:

\[
G_{yu}(\omega, i, j) = Y^*(\omega, j) \cdot Y(\omega, i)
\]

(2)

\[
G_{uu}(\omega, i, j) = Y^*(\omega, j) \cdot Y(\omega, j)
\]

where \( Y(\omega, i) \) and \( Y(\omega, j) \) are the Fourier transform of measuring point response \( x_i(t) \) and reference point response \( x_j(t) \). \( Y^*(\omega, j) \) is the complex conjugate of \( Y(\omega, j) \).

It is known from Equation (1) that \( Y(\omega, i) \) and \( Y(\omega, j) \) can be expressed as follows:

\[
\begin{align*}
Y(\omega, i) &= H(\omega, i) \cdot U(\omega) \\
Y(\omega, j) &= H(\omega, j) \cdot U(\omega)
\end{align*}
\]

(3)

Equation (3) can be substituted into Equation (2) and the frequency response function \( H_{yu}(\omega, i, j) \) is computed by the following formula:

\[
H_{yu}(\omega, i, j) = \frac{G_{yu}(\omega, i, j)}{G_{uu}(\omega, j)} = \frac{Y^*(\omega, j) \cdot Y(\omega, i)}{Y^*(\omega, j) \cdot Y(\omega, j)} = \frac{H^*(\omega, j) \cdot H(\omega, i)}{H^*(\omega, j) \cdot H(\omega, j)}.
\]

(4)

It can be seen from the above derivation that the frequency response function of a two-point response \( H_{yu}(\omega, i, j) \) can effectively eliminate the influence of excitation. In other words, the virtual impulse response function obtained by inverse Fourier transform to the spectrum response function can effectively restrain the randomness and uncertainty of the environment excitation, and thus has strong robustness to environmental excitation [31].

3. Regularized ARMA Time Series Model

3.1. Introduction of ARMA Time Series Model

The ARMA time series model can be expressed as in Equation (5), where \( \phi_i \) is an autoregressive coefficient, \( \theta_j \) is a moving average coefficient, \( x_t \) represents the value of the time series at time \( t \) and \( \epsilon_t \) represents the disturbance entering the system at time \( t \):

\[
x_t = \phi_0 + \sum_{i=1}^{p} \phi_i x_{t-i} - \sum_{j=1}^{q} \theta_j \epsilon_{t-j} + \epsilon_t, \quad E(\epsilon_t \epsilon_t^T) = R.
\]

(5)

If \( \phi_0 = 0 \), the model becomes a centralized ARMA model:

\[
x_t = \phi_1 x_{t-1} + \cdots + \phi_p x_{t-p} - \theta_1 \epsilon_{t-1} - \cdots - \theta_q \epsilon_{t-q} + \epsilon_t.
\]

(6)

Adding the genetic operators, the centralized time sequence model can be abbreviated as \( \Phi(B)x_t = \Theta(B)\epsilon_t \). It is obvious that the problem is two-fold. The first and probably the most important
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task is the successful determination of the predictor’s order \( p \) and \( q \). The second task is the estimation of the predictor’s matrix coefficients \( \phi_i \) and \( \theta_j \). Determining the order of the ARMA process is usually the most important part of the problem. Over the past years, substantial literature has been produced on this problem and various different criteria, such as Akaike’s, Rissanen’s, Schwarz’s, and Wax’s [32–36], have been proposed to implement the order selection process. The ARMA model order identification and parametric estimation were accomplished by minimizing the Akaike’s Corrected Information Criterion (AIC):

\[
\text{AIC} = \log|\mathbf{R}_\theta| + \frac{2(p + q + 1)}{n - p - q - 2}, \tag{7}
\]

where \( n \) is the sample size and \( p, q \) is the model order and \( \mathbf{R}_\theta \) is a maximum likelihood estimate of \( R \) under the assumption that ARMA is the correct model order [37].

3.2. Regularization of ARMA Time Series

The time series model has strong feature extraction capabilities. However, in the practical application process, it shows some uncertainty. This uncertainty can be illustrated by the following example: there are two slightly different signals, as shown in Figures 1 and 2, where the abscissa is the time and the ordinate is the amplitude of the signal.

![Figure 1. Time series 1.](image1)

![Figure 2. Time series 2.](image2)
Obviously, the difference between them cannot be identified with the naked eye. We used the same time series model to fit them and extracted their AR coefficients as shown in Figure 3. The abscissa indicates the sequence of AR coefficients, and the ordinate indicates the value of the AR coefficients.

![Figure 3. AR coefficient of the two time series.](image)

From Figures 1–3, it can be seen that although the signal has only a few differences, the AR coefficients are extremely unstable. This shows that the AR coefficients of the non-regularized ARMA model cannot reflect the characteristics of the signal. As mentioned earlier, under certain conditions, the system of equations will produce problems; however, using regularization methods, such problems can be eliminated. If a regularized ARMA model is used and the regularization coefficient is chosen to be 0.1, then the AR coefficient of the two signals is calculated as shown in Figure 4. As can be seen from Figure 4, the regularized AR coefficients tend to be stable and can accurately reflect the characteristics of the signal. Regularization is a technique for specifying the constraints on the flexibility of a model, thereby reducing uncertainty in the estimated parametric values.

![Figure 4. Regularized AR coefficient of the two signals.](image)
Ideally, the parametric of a good model should minimize the mean square error (MSE), given by a sum of systematic error (bias) and random error (variance):

$$MSE = |Bias|^2 + Variance. \quad (8)$$

The minimization is thus a tradeoff in constraining the model. A flexible (high-order) model gives small bias and large variance, whereas a simpler (low-order) model results in larger bias and smaller variance errors. Regularization allows for better control over the bias versus variance tradeoff by introducing an additional term in the minimization criterion that penalizes the model flexibility.

3.3. Derivation of Regularized ARMA Time Series

In order to explain how the regularization method eliminates the ill-posed problems of ill-conditioned equations, the authors derive the regularization formula of the ARMA time series model using the least-squares method. This also paves the way for the selection of regularization coefficients.

Equation (6) can be transformed into the least-squares format. First, formulate the equation as follows:

$$h(k) = [x_{t-1}, \cdots, x_{t-p} - \varepsilon_{t-1}, \cdots, -\varepsilon_{t-q}]^T$$

$$\beta = [\varphi_1, \cdots, \varphi_p, \theta_1, \cdots, \theta_q]^T. \quad (9)$$

After making the above decomposition, we can obtain the least-squares format of the ARMA model, as follows:

$$x_t = h^T(k) \beta + \varepsilon_t. \quad (10)$$

If there are $N$ sample data, and $n = \max(p, q)$, we can combine the data into Equation (10), which can be expressed as follows:

$$Y = Xb + a. \quad (11)$$

In Equation (11):

$$X = \begin{bmatrix}
    x_1 & \cdots & x_p & \varepsilon_1 & \cdots & \varepsilon_q \\
    x_2 & \cdots & x_{p+1} & \varepsilon_2 & \cdots & \varepsilon_{q+1} \\
    \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
    x_{N-n} & \cdots & x_{N-n+p-1} & \varepsilon_{N-n} & \cdots & \varepsilon_{N-n+p-1} \\
\end{bmatrix}$$

$$Y = \begin{bmatrix}
    x_{n+1} \\
    x_{n+2} \\
    \vdots \\
    x_N \\
\end{bmatrix}$$

$$a = \begin{bmatrix}
    a_{n+1} \\
    a_{n+2} \\
    \vdots \\
    a_N \\
\end{bmatrix}$$

$$b = \begin{bmatrix}
    \varphi_p \\
    \vdots \\
    \theta_1 \\
\end{bmatrix}.$$ 

Then the least square estimate of coefficient $b$ is:

$$b = (X^TX)^{-1}X^TY. \quad (12)$$

If the elements of the matrix $X^TX$ are accumulatively summed up by data with very close values and the columns in $X$ have a complex collinearity, the numerical solution of the ill-conditioned equation group $b$ will be unstable. Therefore, when using the general ARMA time series model to fit the same signal, the obtained AR coefficient is unstable.
The inversion operation in Equation (12) is the cause of the ill-posed problems of the ARMA model. The regularization method is usually used to eliminate the ill-posed phenomenon of the matrix. This study eliminates the ill-posed problems of the ARMA model by adding a regularization factor to the matrix.

Add a regularization factor \( \alpha \) to \( X^T X \) so that it becomes \( X^T X + \alpha I \), then Equation (12) will become the following equation:

\[
b = \left( X^T X + \alpha I \right)^{-1} X^T Y.
\]  

Equation (13) is the regularized time series ARMA model. The model can improve the ill-posed problems of the matrix. Obviously, when the regularization factor \( \alpha = 0 \), the above two equations are equal.

3.4. The Selection of Regularization Coefficient \( \alpha \)

Solving Equation (13) is the focus of this study, and Equation (13) is also called ridge regression [38]. The trajectory of \( b \) with the change of \( \alpha \) is known as the ridge trace. The difficulty of applying the regularization lies in how to efficiently find the optimal regularization coefficient. A number of choices are available in the literature, including the L-curved method, the S-curve method and the generalized cross-validation (GCV) method [39]. These methods operate on the basis of the singular value decomposition of the coefficient matrix and are computationally effective when the matrix has a small size. However, when the matrix size increases, the computational efficiency decreases dramatically. In the actual calculation, we fit the two almost identical signals and extract the AR coefficients using a regularized time series model. When the regularization coefficient \( \alpha \) is small, the differences in the AR coefficients are large. As the regularization coefficient \( \alpha \) gradually increases, the AR coefficients of the two similar signals gradually become the same. Therefore, when the regularization coefficient is gradually increased, the norm of the AR coefficient is taken as an index for judging the stability of the AR coefficient. A curve in which a norm of the AR coefficient changes with the regularization coefficient \( \alpha \) is plotted, and the value of the regularization coefficient \( \alpha \) is determined when the image tends to be stable. In addition, as can be seen from Equation (13), with the increase of \( \alpha \), the absolute values of each element in \( b \) tend to become smaller, and the deviation from the correct value of the coefficient \( b_i \) becomes larger. When \( \alpha \) approaches infinity, the values of the \( b \)-matrix approach zero. Therefore, we should choose a value of \( \alpha \) that is as small as possible. This is because the smaller the value of \( \alpha \) is, the smaller the deviation between the regularized model and the actual data, which makes the model data more responsive to the characteristics of the original data [40]. The selection of the regularization coefficient will be described in detail in the damage identification process below.

3.5. Regularized ARMA Time Series Modeling

The data that we usually process are a non-stationary time series with linear trends or periodic changes. In this regard, we should perform data processing first, that is, data smoothing. Generally, data are processed by first-order or two-order difference treatment. If a sequence can be determined as a smooth non-white noise sequence by sequence preprocessing, the sequence can be modeled directly using an ARMA model [41]. The modeling process is as follows:

1. Determine the sample Auto Correlation Function (ACF) and Partial Auto Correlation Function (PACF) of the signal to be simulated.
2. Choose the appropriate model based on the sample autocorrelation coefficient and partial autocorrelation coefficient properties.
3. Determine the model order using AIC or other criteria.
4. Validate the model. If the geometric model does not pass the test, go to Step 2, reselect the model, and fit again.
5. Optimize the model. If the fitted model passes the test, then it still moves to Step 3, taking full consideration of the possibilities, creating a number of quasi-models, and selecting the optimal model from all the tested fitted models.

6. Calculate regularization coefficients and regularization time series models based on optimal model parametric.

7. Extract the AR coefficients as feature vectors from the regularized time-series fitting optimal model.

4. Damage Identification Procedure

The virtual impulse response function can effectively restrain the randomness and uncertainty of the environmental excitation, and characterize the intrinsic characteristics of structural dynamical systems under environmental excitation. What is more noteworthy is that the virtual impulse response function obtained from the reference point for virtual excitation and other measurement points is a stationary non-white noise sequence. Therefore, it is possible to use the ARMA model to fit and extract signal damage features. Specific steps are as follows:

1. For a structured health monitoring system in which the sensors have been placed, the virtual impulse response function is obtained by comparing a large vibration response with another response where the damage may occur.

2. Use the regularized ARMA time series model to fit the obtained virtual impulse response and extract the AR coefficient of the best-fit model as the damage feature vector.

3. Compare the AR coefficient extracted from the undamaged working condition and damage condition and calculate the damage index.

The damage index (DI), as a 1 norm of AR coefficient for damage case and healthy case, can be calculated by

\[
\text{DI} = \| AR_{n,i} - AR_{n,1} \|, \quad (14)
\]

where \( n \) is the number of repeated trials of different samples, and \( i \) is the different damage cases.

5. Numerical Simulation

5.1. Three-Degrees-of-Freedom Chain Structure

To illustrate the effectiveness of the method, a three-degrees-of-freedom chain structure is numerically simulated. The structure is shown in Figure 5. The mass matrix and stiffness matrix of the structure are shown in Equation (15). A random Gaussian noise is applied to the bottom of the three-degrees-of-freedom chain structure to simulate environmental excitations.

\[
M = \begin{bmatrix}
1 & 0 & 0 \\
0 & 1.5 & 0 \\
0 & 0 & 2
\end{bmatrix}, \quad K = \begin{bmatrix}
1 & -1 & 0 \\
-1 & 3 & 2 \\
0 & -2 & 5
\end{bmatrix} \cdot 600 \quad (15)
\]

After knowing the stiffness and mass matrix of the structure, it is easy to find its natural frequency: \( \omega = [14.522 \ 31.048 \ 46.500]^T \). The corresponding damping ratio of each mode is 0.05. The initial speed and displacement are set to 0. The inertia force vector \( E = [1 \ 1 \ 1]^T \), the sampling frequency is 100 Hz, and the vibration response of each particle of the structure is recorded for 50 s. The structure was stimulated with random Gaussian noise under different operating conditions, and each operating case was independently operated 10 times.
The damage to the structure is shown in Table 1, which gives the gradual reduction of the stiffness $K_1$. The reason why stiffness $K_1$ decreases is that the reduction in the top stiffness $K_1$ has the least influence on the damage of the overall structure and the resulting damage is the most difficult to identify.

Table 1. Damage cases of chain structure with a three-degrees-of-freedom structure.

<table>
<thead>
<tr>
<th>Cases</th>
<th>Top Floor Stiffness $K_1$ Reduction Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>0%</td>
</tr>
<tr>
<td>Case 2</td>
<td>5%</td>
</tr>
<tr>
<td>Case 3</td>
<td>10%</td>
</tr>
<tr>
<td>Case 4</td>
<td>15%</td>
</tr>
<tr>
<td>Case 5</td>
<td>20%</td>
</tr>
<tr>
<td>Case 6</td>
<td>25%</td>
</tr>
<tr>
<td>Case 7</td>
<td>30%</td>
</tr>
</tbody>
</table>

5.2. Damage Identification Process

The virtual impulse response function is obtained by using the response at the point $M_2$ and the response at the point $M_1$. The response at point $M_2$ is used as a virtual stimulus, and the response of point $M_1$ is taken as the reference point. Based on the previously described time series modeling method, the ARMA time series is modeled for the first 100 data points of the virtual impulse response.

Taking Case 1 as an example, the ACF and PACF of the virtual impulse response are shown in Figure 6. From the figure, the abscissa is lag and the ordinate is the value of ACF and PACF respectively, we can see that the autocorrelation coefficients show tailing and the partial autocorrelation coefficients show truncations. In theory, the AR model should be used for simulation. However, we choose the ARMA model here since the regularized ARMA model can also reflect the nature of the AR model. In this way, the method can be unified without having to tangle with the choice of the model.

Since only 100 data points are selected, the ARMA model order has a maximum value of 25. Based on the AIC criterion, we calculate the AIC coefficients of different combinations of model orders $p$ and $q$. When the AIC coefficient is the lowest, the orders $p$ and $q$ are 25 and 21, respectively. The model coefficients are repeatedly optimized according to the modeling method of the time series model. When the model fits optimally, the orders $p$ and $q$ are 25 and 24, respectively. This model will be used to fit the virtual impulse response of all working cases. Then, we need to find the regularization coefficient.
As mentioned earlier, only the regularized ARMA time series can be used to correctly reflect the characteristics of the signal. Taking Case 1 as an example, the regularization coefficient \( \alpha \) was selected from 0.00002 to 0.001, gradually rising by 0.00002. When the regularization coefficient \( \alpha \) is small, the AR coefficients of two identical signals are very different, which is shown in Figure 3. As the regularization coefficient \( \alpha \) increases, their AR coefficients will tend to be equal, as shown in Figure 4. In order to decide whether the AR coefficient is stable, the 1 norm of the AR coefficients of the two very similar signals under the same regularization coefficient is used as an indicator of the stability of the discriminant coefficient. The result of the calculation is shown in Figure 7. The ordinate is the 1 norm of the AR coefficients of the two very similar signals under the same regularization coefficient; the abscissa is 50 sets of data corresponding to different regularization coefficients.

From Figure 7, it can be seen that the AR coefficient tends to be stable at the 40th data. Therefore, the regularization coefficient should be greater than 0.008 (0.00002 \( \times \) 40 = 0.008), so the regularization coefficient \( \alpha \) is chosen to be 0.05. After determining the order and regularization coefficients of the ARMA time series model, we use the same regularization model to fit the virtual impulse response under different working cases and calculate the damage index. When the ARMA time series model fits above 90% in all working cases, good results can be obtained.
Taking Case 1 (no damage), Case 4 (15% damage), and Case 7 (30% damage) as examples, the distribution of regularized AR coefficient values after 10 independent operations is plotted in Figure 8. It can be clearly seen from Figure 8 that the AR coefficient of each operation is almost unchanged under the same working case, while the AR coefficients under different working cases are different. As the damage gradually increases, the difference in AR coefficients gradually increases, so the corresponding damage index also gradually increases. The degree of simulation has reached 93% at this time.

Figure 8. Comparison of AR coefficients in 10 repeated tests under three cases.
Figure 9a shows the results of the damage indicators of the three-degrees-of-freedom chain structure after 10 independent operations under different operating cases. Each 10 sets of data on the abscissa indicate one damage case. There are a total of 70 sets of data on the abscissa because there are seven different sets of damage conditions. From Figure 9a we can see that as the damage increases, the damage index gradually increases. This result demonstrates the effectiveness of this method. It can be found that the damage index effectively identifies the occurrence of damage when the structure is damaged slightly (5–10%).

Figure 9b illustrates the damage identification from another perspective. The abscissa indicates the damage cases, and the ordinate indicates the damage index DI. As can be seen from Figure 9b, the damage index is stable under each operating condition. Under different working cases, the damage index DI increases with the increase of damage. The reliability of the damage index is also verified.

Figure 9. Damage index DI of seven working cases.
6. Verification Using the Data of the Alamos Three-Floor Shear Structure

6.1. Test Structure Description

The three-story frame structure shown in Figure 10 is used as a damage detection test bed. The structure consists of aluminum columns and plates assembled using bolted joints. The structure slides on rails that allow movement in the x-direction only. At each floor, four aluminum columns (17.7 × 2.5 × 0.6 cm) are connected to the top and bottom aluminum plates (30.5 × 30.5 × 2.5 cm) forming a (essentially) four-degree-of-freedom system. Additionally, a center column (15.0 × 2.5 × 2.5 cm) is suspended from the top floor. This column is used as a source of damage that induces nonlinear behavior when it comes into contact with a bumper mounted on the next floor. The position of the bumper can be adjusted to vary the extent of impact that occurs at a particular excitation level. A schematic representation of the structure is shown in Figure 11.

An electrodynamic shaker provides a lateral excitation to the base floor along the centerline of the structure. We used the vibration of the bottom electric shaker to simulate the environmental excitation of the earth’s pulsation. The structure and shaker are mounted together on an aluminum baseplate (76.2 × 30.5 × 2.5 cm) and the entire system rests on rigid foam. The foam is intended to minimize extraneous sources of unmeasured excitation from being introduced through the base of the system. A load cell (Channel 1) with a nominal sensitivity of 2.2 mV/N was attached at the end of a stinger to measure the input force from the shaker to the structure. Four accelerometers (Channels 2–5) with nominal sensitivities of 1000 mV/g were attached at the centerline of each floor on the opposite side from the excitation source to measure the system response. Because the accelerometers are mounted at the centerline of each floor, they are insensitive to torsional modes of the structure.

![Three-story building structure and shaker](image1)

![The adjustable bumper and the suspended column](image2)

Figure 10. Test structure setup.

The analog sensor signals were discretized into 8192 data points sampled at 3.125 ms intervals, corresponding to a sampling frequency of 320 Hz. These sampling parametric yield time series were 25.6 s in duration. A band-limited random excitation in the range of 20–150 Hz was used to excite the structure. This excitation signal was chosen in order to avoid the rigid body modes of the structure that are present below 20 Hz. Structural damage occurs in the form of stiffness reduction. The stiffness changes were introduced by reducing the stiffness of one or more of the columns by 87.5%. This process was executed by replacing the corresponded column with one that had half the cross-sectional thickness in the direction of shaking. Alamos three-floor shear structure damage is
divided into five kinds of working states, as shown in Table 2. For example, 1BD in State #2 refers to the column of the structure where the planes B and D intersect at the first layer in Figure 11. In State #3, the stiffness of both columns is reduced by 87.5%. As above, States #4 and #5 represent the damage state of the second layer.

<table>
<thead>
<tr>
<th>Label</th>
<th>State Condition</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>State #1</td>
<td>Undamaged</td>
<td>Baseline condition</td>
</tr>
<tr>
<td>State #2</td>
<td>Damaged</td>
<td>87.5% Stiffness reduction in column 1BD</td>
</tr>
<tr>
<td>State #3</td>
<td>Damaged</td>
<td>87.5% Stiffness reduction in columns 1AD and 1BD</td>
</tr>
<tr>
<td>State #4</td>
<td>Damaged</td>
<td>87.5% Stiffness reduction in column 2BD</td>
</tr>
<tr>
<td>State #5</td>
<td>Damaged</td>
<td>87.5% Stiffness reduction in columns 2AD and 2BD</td>
</tr>
</tbody>
</table>

6.2. Damage Identification Process

In the original data for the Alamos three-layer shear structure, there are 50 different sets of data, which were collected by sensors under different environmental excitations. The environmental excitation refers to the earth pulsation excitation, which is simulated by applying an exciter at the bottom of the structure. In this paper, 10 different sets of data are used to identify the Alamos three-layer shear structure under different damage states.

First of all, there is still a need to find the virtual impulse response function, in which the selection of the reference point is particularly important. Generally, a sensor position with a larger vibration amplitude is used as a virtual pulse reference point. In this example, the sensor response of the
top-level Channel 5 is selected as the reference point. Under different damage conditions, the virtual impulse response function between Channel 5 and Channel 3 is calculated. The first 100 data points of virtual pulses are selected, and then a regularized time series model is used to fit the virtual impulse response function. Before using the time series model, it is necessary to obtain the ACF and PACF of the virtual impulse response function. Taking State #1 as an example, the ACF and PACF of the virtual impulse response function are shown in Figure 12.

Then we used AIC criteria to determine the orders of the model. When the AIC coefficient is the smallest, the orders p and q are 25 and 24, respectively. Next, the regularization coefficient is determined through the method proposed above. After adding the regularization coefficient, the regularized ARMA (25, 24) model is used to fit two similar virtual pulse response signals under the same damage states. The regularization coefficient increases gradually from 0.002 to 0.1, with each increase set to 0.002, for a total of 50 groups of data. With the increase in the regularization coefficient, two AR fitting coefficients tend to be stable. Under the same regularization coefficient, the 1 norm of the AR coefficients obtained by two simulations is taken as an indicator of the stability of the discriminant coefficient. The result is shown in Figure 13, where the ordinate is the 1 norm of the AR coefficients of two very similar signals under the same regularization coefficient, and the abscissa is 50 sets of data corresponding to different regularization coefficients.

As can be seen from Figure 13, the AR coefficients of the two sets of similar signals tend to stabilize after the 50th set of data. Therefore, the regularization coefficient should be greater than 0.1 (0.002 × 50). The regularization coefficient is chosen to be 1 here. In the existing 50 groups of data, 10 groups of data are randomly selected to identify the damage of five working states using the above method.

The damage identification results are shown in Figure 14a. The five intervals of abscissa represent five different working states. In each state, 10 groups of data are expanded in sequence, and the ordinate is the damage index DI. It can be clearly seen from the figure that the damage index of each working state tends to be stable, and the damage index also becomes larger when the degree of damage becomes larger. The red dashed line in the figure is to separate the state of each layers. As the damage of the first and second layers occurs alone, it is hard to compare the extent of the overall damage. However, it can be concluded from the damage index that the damage of the first and second floors are gradually increasing. Figure 14b is another representation of the result. The abscissa indicates the damage states and the ordinate represents the damage index. The same results can be seen.
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Figure 13. Ridge regression of coefficient $\alpha$.
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Figure 14. Damage index DI of five working states.

7. Discussion

In order to make the method closer to reality, it is applied to the laboratory structure of Alamos. The current limitation of this study is that the location of the damage needs to be found. Moreover, we did not apply this method to a real structure. We will extend this method in future research and apply it to an actual structure. As for the determination of the damage degree, it can be seen from the damage identification result that the damage index will become larger as the damage degree increases, which is a gradual change. In practice, we can give a threshold. When the damage index is greater than this threshold, the structure will cease to be used.
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8. Conclusions

In this paper, the regularization equation of the ARMA time series model is derived and the structural damage is identified by combining a regularized time series model with a virtual impulse response function. The results of numerical experiments and a test of the Alamos three-layer shear structure show that the method is effective for nonparametric damage identification. The regularized time series model can accurately extract the characteristics of the signal. The advantages of the proposed damage identification method can be summarized as follows:

- It has strong robustness to environmental excitation and can effectively identify damage based on environmental excitation.
- The direct use of structural vibration response for non-parametric damage identification has strong practicality and allows for real-time damage monitoring.
- The results of numerical simulations show that the method is sensitive to slight damage to the structure. Even a 5% reduction in stiffness can be identified.

The method proposed in this paper makes full use of the characteristics of the virtual impulse response function and the regularized time series model. The experimental results reflect the signal feature extraction ability of the regularized time series model. It can be seen that the regularized time series model has inestimable application prospects in the field of structural health monitoring.
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