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Abstract: A method that uses the ultraviolet-visible (UV-Vis) spectrum to detect organic contamination events in water distribution systems exhibits the advantages of rapid detection, low cost, and no need for reagents. The speed, accuracy, and comprehensive analysis of such a method meet the requirements for online water quality monitoring. However, the UV-Vis spectrum is easily disturbed by environmental factors that cause fluctuations of the spectrum and result in false alarms. This study proposes an adaptive method for detecting organic contamination events in water distribution systems that uses the UV-Vis spectrum based on a semi-supervised learning model. This method modifies the baseline using dynamic orthogonal projection correction and adjusts the support vector regression model in real time. Thus, an adaptive online anomaly detection model that maximizes the use of unlabeled data is obtained. Experimental results demonstrate that the proposed method is adaptive to baseline drift and exhibits good performance in detecting organic contamination events in water distribution systems.
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1. Introduction

Water is one of the most important resources for human survival, and the quality of urban drinking water directly determines people’s lives [1]. The rapid industrialization and urbanization worldwide have increased the demand for water resources given that these resources are important production cycle and life support components. However, sudden water pollution incidents can seriously affect the safety of residential drinking water and considerably damage the environment of local water sources, thereby threatening the water supply and public environment of entire cities. If organic contamination events can be detected early, then their impact can be mitigated or even avoided. Early warning systems [2] are effective for detecting sudden organic contamination events. They typically comprise online sensors, data acquisition devices, anomaly detection methods, and decision-making strategies.

Current methods for detecting anomalies in online water quality data rely mostly on conventional water quality parameters. Therefore, many researchers have developed optimization algorithms to detect anomalies by using conventional water quality parameters (e.g., pH, free chlorine, oxidation reduction potential, conductivity, turbidity, and dissolved oxygen content). Their suggestions have included statistic-based and machine learning-based abnormal event detection algorithms. Conde [3] used an artificial neural network and a correlation vector machine to study water quality data under...
normal conditions. He then generated a discriminating classifier, which has been used as an indicator for determining whether online water quality data are abnormal. Kühnert et al. [4] conducted principal component analysis (PCA) to extract the eigenvalues of monitored water quality indicators and combined T2 statistics to serve as a base for detecting abnormal events. Hou et al. [5] proposed a multifactor fusion algorithm for detecting water quality anomaly events based on autoregression and fuzzy C-means clustering. Their algorithm significantly improves detection performance under multi-index evidence conflicts. Liu et al. [6] compared the detection performance of three contamination detection methods, namely, a Pearson correlation Euclidean distance (PE)-based detection method, a multivariate Euclidean distance method, and a linear prediction filter method, using data from an actual contamination accident. The PE method can differentiate between equipment noise and contamination presence better than the two other methods. Liu et al. [7] combined the Pearson coefficient and the multidimensional Euclidean distance among water quality indicators to detect abnormal events. Their method is effective for detecting weak signals. Huang et al. [8] adopted the support vector machine algorithm to develop a classification of the substances that caused anomalies. Abnormal detection technology using conventional water quality parameters comprises multiple sensors to improve the detection accuracy of water contamination events, which require a complex and expensive detection system to evaluate the parameters.

Ultraviolet-visible (UV-Vis) spectrometry has elicited considerable attention because of its advantages, such as rapid detection, low cost, and no need for reagents. Several organic compounds exhibit fingerprint characteristics for the UV-Vis spectrum. This spectrum is strongly relative to certain organic contaminants within the wavelength of 200–400 nm. Therefore, low concentrations of organic contaminants are possibly detected. The most common method uses statistical learning to perform a time series analysis on the characteristics of the UV-Vis spectrum at single or multiple wavelengths to determine contamination events. Langergraber et al. [9,10] proposed an early warning method that uses the UV-Vis spectrum. His method adopts variation in the UV-Vis spectrum as the object of analysis and evaluates any change in timing to detect anomalies. Guercio and Ruzza [11] developed an early warning system based on the UV-Vis spectrum and verified its ability to detect and identify specific organic pollutants. Dürrnmann and Gujer [12] used a two-stage clustering method that comprises a self-organizing map algorithm and a Ward clustering method on UV-Vis measurements taken at the inlet of a plant to detect industrial discharge events. Hou et al. [13] and Zhang et al. [14] performed PCA to extract spectral features. They then adopted statistical analysis and sequential Bayes to extract time series features, thereby considerably improving the accuracy of organic contamination event detection and reducing false alarm rate (FAR). Guo et al. [15] proposed a method based on PCA and asymmetric least squares baseline correction that can detect 50 µg·L⁻¹ organic contamination event.

The aforementioned methods have made remarkable contributions to the field of water quality anomaly detection. Unsupervised models lack prior knowledge, which results in a high detection limit and numerous false negatives and positives. By contrast, supervised learning models can maximize the fingerprint characteristics of the UV-Vis spectrum of special organic contaminants; this spectrum can detect lower concentrations of organic contaminants, increase detection rate, and reduce FAR [16]. However, the UV-Vis spectrum changes with the environment. In particular, the training dataset of a supervised model cannot cover all the cases of baseline fluctuations. If baseline drift exceeds the data in the training dataset, then the accuracy of detection is considerably reduced, thereby resulting in a large number of false positives and negatives.

This study aims to improve the adaptability and performance of the detection method for organic contamination events in water distribution systems by using the UV-Vis spectrum. An updating semi-supervised model [17–19] that explicitly solves the problem as mentioned earlier is proposed. In particular, dynamic orthogonal projection correction continuously updates the difference space to eliminate baseline drift and denoise newly obtained data. The support vector regression (SVR) model dynamically updates to adapt to organic contamination detection on the newly obtained data.
The proposed method maximizes the use of information from labeled data and new data to dynamically update the anomaly detection model, thereby considerably improving the adaptability of supervised learning and the efficiency of abnormal event detection.

The remainder of the paper is organized as follows. Section 2 briefly explains the methodology, which includes dynamic orthogonal projection correction, SVR, sequential Bayesian, receiver operating characteristic (ROC) curve and detection accuracy. Section 3 introduces the general experimental device and then presents and analyzes the detection results. Section 4 discusses the effect of dynamic orthogonal projection correction and the adaptability of the semi-supervised learning model. Finally, Section 5 presents the conclusions of the study and directions for future work.

2. Methods

This study proposes a novel detection method for organic contamination events based on a semi-supervised learning model. The details of the proposed framework are further described as follows and illustrated in Figure 1. In particular, the proposed methodology is comprised of the following steps.

1. The difference space is estimated from the normal sets in the training dataset and the latest normal sets in the test dataset, which has the same number of sets as the training dataset.
2. The baseline drift of the training dataset is omitted by using the difference space obtained in Step 1. Then, the SVR model is established by adopting the labeled training dataset.
3. The ROC curve is based on the detection rate of the ordinate and the FAR of the abscissa. The optimal threshold ($T_{best}$) is obtained according to the ROC curve.
4. The test dataset is inputted with 50 UV-Vis spectral sets at each time. The baseline drift is removed from the new sets using the difference space obtained in Step 1. Then, the trained SVR method regresses the new sets and outputs the results. The outlier is obtained by comparing with the optimal threshold ($T_{best}$) determined using Step 3.
5. Sequential Bayesian is used to identify outliers and determine contamination events. If no contamination event occurs, then the sliding window moves forward, and the procedure returns to Step 1. Otherwise, the program triggers the alarm signals and returns to Step 4.

Figure 1. Modeling and detection flow chart.
2.1. Dynamic Orthogonal Projection Correction

The orthogonal projection correction method removes the difference among various spectral data for preprocessing and denoises spectral data [20,21]. The spectral data observed at time $i$ is characterized by $x_{i,\text{obs}}$, $i = 1 \ldots N$, where $N$ is the observation duration and $x_{i,\text{obs}}$ is a row vector of multiple parameters. $x_{i,\text{obs}}$ is composed of two superimposed parts: the pure spectrum $x_i$ and the unexpected part $h_i$. It can be expressed as the following equation:

$$x_{i,\text{obs}} = x_i + h_i.$$ (1)

If the unexpected part $h_i$ of (1) is estimated correctly, then the pure spectrum can be characterized as

$$x_i = x_{i,\text{obs}} - h_i.$$ (2)

The cause of the unexpected part of each factor is complex. Hence, the distribution of each factor is difficult to estimate. Accordingly, an overall estimation of the unexpected part should be obtained instead. If space $\varepsilon D$ is used to characterize the spectral difference according to the orthographic projection theorem, then the corrected spectrum $x_{i,\text{corr}}$ can be expressed as a part of the original spectrum. In this manner, the components in the difference space are removed, thereby leaving the part in the zero space as the corrected value. Therefore, the corrected spectrum $x_{i,\text{corr}}$ can be represented by (3), where matrix $A$ is a set of bases that characterize the difference space of the spectra $\varepsilon D$:

$$x_{i,\text{corr}} = x_{i,\text{obs}} P_{\perp} = x_{i,\text{obs}} (I - A^T (AA^T)^{-1} A).$$ (3)

Orthogonal projection is used to remove the baseline drift through the difference space. The UV-Vis spectrum changes with the environment. Thus, baseline fluctuations lead to a decrease, or even a failure, in the ability of the orthogonal projection to perform baseline corrections. The core of the method, i.e., dynamic orthogonal projection correction, constantly searches for difference spaces in the training set by using the normal water quality data in a sliding window. Each time a difference space is found, orthogonal projection correction is applied to the training set and the newly obtained data to eliminate baseline drift.

2.2. SVR

SVR [22,23] replaces the linear term in traditional linear equations with a kernel function and constructs a linear decision function in high-dimensional space for prediction. A linear kernel function is used to map the input data onto a high-dimensional feature space $F$ (typically an infinite dimension). Then, linear regression is performed on the feature space. The estimation function is given by the following equation:

$$f(x) = \omega \cdot \phi(x) + b,$$ (4)

where $\phi : \mathbb{R}^d \rightarrow F$ is mapped onto the feature space; and $(\cdot, \cdot)$ denotes the inner product in the feature space, $\omega \in F$ and $b \in \mathbb{R}$. Given a dataset $\{(x_i, y_i), i = 1, 2, \ldots n\}$ with a sample size of $n$, SVR obtains a regression function model of (4) to ensure that $f(x_i)$ and $y_i$ are as close as possible. Considering the characteristics of the spectral data, this study uses a $\varepsilon$–SVR regression algorithm, which can be formalized as

$$\min_{\omega, b} \frac{1}{2} ||\omega||^2 + C \sum_{i=1}^{n} l_\varepsilon(f(x_i) - y_i),$$ (5)

where $C$ is regularization constant, and $l_\varepsilon$ is an $\varepsilon$–insensitive loss function. The obtained result of $\omega$ can be expressed as follows by solving the quadratic programming problem to minimize the regularization risk functional:

$$\omega = \sum_{i=1}^{n} (a_i^* - a_i) \phi(x_i).$$ (6)
The coefficients $a_i^*, a_i \in \mathbb{R}$ are determined by solving quadratic programming problems. Therefore, the estimation function presents the following equation:

$$f(x) = \sum_{i=1}^{n} (a_i^* - a_i) K(x_i, x_j) + b,$$  \hspace{1cm} (7)

where $K(x_i, x_j)$ is a kernel function.

In the modeling, SVR sets 0 as a normal sample and 1 as an abnormal sample. After obtaining the model, the optimal threshold is determined on the basis of the ROC curve of the training dataset. The SVR model is expressed as $f(\cdot)$. The alarm signal, which is the output at time $i$, is represented by $Y_i$. Thus, the outlier prediction result is the output at time $i$.

$$Y_i = \begin{cases} 
   "Outliers", & y_i = f(x_{i, corr}) \geq T_{\text{best}} \\
   "Normal", & y_i = f(x_{i, corr}) < T_{\text{best}} 
\end{cases}$$ \hspace{1cm} (8)

The output is the binary time series of 0 and 1, which is consistent with the SVR modeling process. 0 represents the normal point, whereas 1 denotes the outlier in the time series.

### 2.3. Sequential Bayesian Anomaly Detection

Many outliers still do not belong to the anomaly even after removing the baseline drift due to noise interference from the original data and other factors. In general, the abnormal outliers from the pollutant intrusion event will continue for several detection cycles because pollutant intrusion events last for a certain period. Therefore, the appearance of multiple continuous outliers is common in contamination events.

In this study, sequential water quality anomaly points are detected as events by using a sequential Bayesian update probability method [24–26]. In our time series analysis, the probability that a current point is an outlier is determined by historical observation points. Then, the state obtained by performing the sequential Bayes method at time $t + 1$ is determined using the Bayesian equation:

$$\pi_1(t + 1) = \frac{\pi_1 P(y_{t+1}|\theta_1)}{(1 - \pi_1(t))P(y_{t+1}|\theta_0) + \pi_1(t)P(y_{t+1}|\theta_1)},$$ \hspace{1cm} (9)

where $\pi_1(t)$ denotes the probability that $t$ is anomalous, and the initial moment can be considered a small probability. Therefore, $\pi_1(0)$ is a small value. In our experiment, we set $10^{-5}$. We use (9) to obtain a probability that represents the possibility of an anomaly and then pass it to the next moment. If the probability $\pi_1(t + 1)$ exceeds 0.95, then the current point is an abnormal point and set as an alarm. If the probability is lower than 0.95, then the point is a normal condition and set as unalarmed. In (9), $\theta_1$ is abnormal and $\theta_0$ is normal. $P(y_{t+1}|\theta)$ can be estimated on the basis of the detection or the FAR of the historical or training data at the optimal threshold point position.

### 2.4. ROC Curve

The ROC curve [27–29] is based on the detection rate of the ordinate and the FAR of the abscissa. The performance curve of the detection model is judged intuitively. In the same spectral dataset, we compare the performance of two or more detection models using the area under ROC (AUROC) [29]. In general, $0.5 < \text{AUROC} < 1$. Hence, the greater the AUROC, the better the performance. The same water quality detection model considers that the higher the detection rate, the lower the FAR, and consequently, the better the detection result. Thus, the threshold value that is represented by the point closest to the upper left corner on the ROC curve is a balance point. This point can be considered the optimal threshold ($T_{\text{best}}$) of the model.
2.5. Detection Accuracy

The performance evaluation indexes of abnormal water quality detection methods typically include the true positive rate (TPR) and FAR [30]. The TPR is the percentage of the total number of organic contamination events detected by the method within a certain period. It can be formalized as (10). The FAR is the percentage of false water quality contamination events detected by the algorithm within a certain period. It can be formalized as (11).

\[
TPR = \frac{TP}{TP + FN}, \quad (10)
\]
\[
FAR = \frac{FP}{FP + TN}, \quad (11)
\]

The meanings of TP, TN, FP, and FN are provided in Table 1. The higher the calculated TPR value, the better the detection performance. The higher the calculated FAR value, the worse the detection performance.

<table>
<thead>
<tr>
<th>Predict Class</th>
<th>Real Class</th>
<th>Normal</th>
<th>Abnormal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>True Negative (TN)</td>
<td></td>
<td>False Negative (FN)</td>
</tr>
<tr>
<td>Abnormal</td>
<td>False Positive (FP)</td>
<td>True Positive (TP)</td>
<td></td>
</tr>
</tbody>
</table>

3. Experiments and Results

This section, which includes the introduction of experiments and the analysis of results, is organized as follows. In Section 3.1, the experimental device and procedures are described (Section 3.1.1), and the organic contaminants and experimental datasets are implemented (Section 3.1.2). Section 3.2 presents the detection results of the semi-supervised learning model (Section 3.2.1), the supervised learning model (Section 3.2.2), and the unsupervised learning model (Section 3.2.3). Finally, the analysis results (Section 3.2.4) indicate that the semi-supervised learning model achieves the best performance in detecting organic contamination events.

3.1. Experimental Data Acquisition

3.1.1. Experiment Device Introduction

The core of testing the developed methodology is to create simulated organic contamination events in water distribution systems and attempt to detect them using a UV-Vis spectrometer. The experimental platform for detecting organic contamination events in urban drinking water comprises a water distribution pipe and a UV-Vis spectrometer connected to an actual water distribution system (Figure 2). An industrial computer that controls the water quality monitoring process and saves the UV-Vis spectral data is embedded into the system. The pipeline of the experimental setup is made of unplasticized polyvinyl chloride with a length of 6 m and an internal diameter of 1.50 cm. Organic contamination events are simulated by injecting an organic contaminant solution into the pipeline (P0) using a high-frequency pulse pump. A mixing pipe thoroughly mixes the organic contaminant solution with the urban drinking water to ensure that the contaminant intrusion event achieves a uniform concentration distribution. After mixing uniformly, the contaminant solution is extracted from the pipeline (P1) using a pulse pump. Then, the contaminant solution flows through the UV-Vis spectroscopic immersion sensor with an immersed path length of 10 mm spectrometer.

Before the simulation of organic contamination events, the experimental platform runs for a certain period (>1 h) to obtain a sufficient baseline of normal water quality. The baseline of normal water quality is used to establish the difference space of dynamic orthogonal projection when the
semi-supervised model is first trained. Simultaneously, various concentrations of different contaminant solutions supplied with tap water are prepared to verify the feasibility of the developed methodology.

During the simulation of organic contamination events, the regulation flow in the experimental device is 10 L·min⁻¹. The interval between events should be sufficiently long (>1 h) to eliminate interference. A standard concentration of the contaminated solution is injected into the static mixing tube through a pulse pump. The injected flow rate is controlled by the closed-loop feedback system that controls the pulse pump. The flow is fine-tuned to reflect the pipeline. In this manner, the dosing flow rate is stabilized at 0.2 L·min⁻¹. The ratio of the injected pollutant flow to the pipeline flow is 1:50. The flow time of the contaminants from the injection point (P₀) to the sampling point (P₁) is approximately 11.67 s. The spectrometer performs measurement every 30 s. The measurement and delay times are 20 s and 10 s, respectively. The real-time scanning wavelength range of the UV-Vis sensor is 200–750 nm, and the resolution is 2.5 nm. In this study, the wavelength range of the selected set is 240–400 nm.

Figure 2. Detection device structure for an urban drinking-water pipe network. (a) Schematic Diagram; (b) Actual Experimental Installation Diagram.

3.1.2. Organic Contaminant Selection and Dataset Acquisition

Organic contaminants are major threats to water distribution systems because they affect the safety of drinking water [13–16]. Several organic aromatic compounds exhibit fingerprint characteristics for the UV-Vis spectrum. Four types of typical organic contaminants, namely, phenol, m-phenylenediamine, hydroquinone, and resorcinol, are selected in the experiment. Phenol is an organic contaminant listed in the 2012 Edition of the Drinking Water Standards and Health Advisories (US Environmental Protection Agency 2012). Phenol is a high-risk organic aromatic compound, and its significant absorption peaks are at 270 nm and 290 nm. To verify that the detection method is feasible for other organic pollutants, m-phenylenediamine, hydroquinone, and resorcinol are selected as
representatives. The three pollutants are frequently used in the chemical industry and exhibit their own absorption peaks. The four substances are frequently detected in water distribution systems and dangerous if consumed even in minimal amounts. Hence, they are selected in the experiment to create simulated contamination events.

The study is based on datasets that contain normal water quality and organic contamination events recorded from March to April 2017. Each organic contamination event corresponds to different concentration intensities of 20, 30, 40, 50, 100, and 200 µg·L\(^{-1}\). The dilution ratio is 1:50. Therefore, the concentrations of the injected solution are 1, 1.5, 2.0, 2.5, 5, and 10 mg·L\(^{-1}\). The interval among events is greater than 1 h, and each event lasts approximately 20 steps. To verify the feasibility of the semi-supervised learning method, experiments with varying concentrations (20, 30, 40, 50, 100, and 200 µg·L\(^{-1}\)) of different pollutants (phenol, m-phenylenediamine, hydroquinone, and resorcinol) are conducted twice at various times. One experiment is used as a training dataset, whereas the other is used as a test dataset. In this study, the wavelength range of the selected UV-Vis spectral data is 240–400 nm. The resolution of the original spectrum is 2.5 nm. Hence, each UV-Vis spectral set includes 65 points that represent the absorption values of the corresponding wavelength. Figure 3 shows the portion of the data sampled in the experiment, with phenol as an example. Although six organic contamination events are injected, the locations of the events are not evident due to the influence of baseline drift.

Figure 3. Original data of UV-Vis spectra of phenol.

3.2. Detection Results of Organic Contamination Events

3.2.1. Detection Results of Semi-Supervised Learning Model

Considering the full use of prior knowledge and the dynamic baseline drift of the spectrum, the detection method for organic contamination events in water distribution systems based on semi-supervised learning is modeled according to Figure 1. The corresponding semi-supervised learning model is obtained by training the dataset of the four organic contaminants. The training dataset of each organic contaminant includes different concentrations (20, 30, 40, 50, 100, and 200 µg·L\(^{-1}\)) of organic contaminant and normal water quality data. The area under ROC (AUROC) and optimal threshold (\(T_{\text{best}}\)) (Section 2.4) of the corresponding model for each organic contaminant are shown in Table 2. The ROC results of the training sets of different organic contaminants listed in Table 2 show that AUROC is close to 1. Thus, the semi-supervised learning model achieves excellent detection of each contaminant.

Table 2. Parameters of semi-supervised model for different contaminants.

<table>
<thead>
<tr>
<th>Organic Contaminant</th>
<th>AUROC</th>
<th>(T_{\text{best}})</th>
</tr>
</thead>
<tbody>
<tr>
<td>phenol</td>
<td>0.97440</td>
<td>−0.8131</td>
</tr>
<tr>
<td>m-phenylenediamine</td>
<td>0.96517</td>
<td>−0.5785</td>
</tr>
<tr>
<td>hydroquinone</td>
<td>0.96957</td>
<td>−0.8806</td>
</tr>
<tr>
<td>resorcinol</td>
<td>0.95730</td>
<td>−0.8310</td>
</tr>
</tbody>
</table>
Four organic contaminants are identified after completing the semi-supervised learning model of each organic contaminant. The dynamic orthogonal projection correction method (3) is used to continuously update the difference space in a sliding window to dynamically correct the baseline and denoise the new sets. The trained SVR model (7) is applied to detect new sets for obtaining the alarm signals and determining the outliers via "denoise the new sets. The trained SVR model (7) is applied to detect new sets for obtaining the alarm signals and determining the outliers via (8). Single-point false positives (FPs) are filtered using sequential Bayes (9), and successive alarm sequences are obtained. Figures 4–7 present the detection results. In each figure, (a) indicates the location and concentration of each event; whereas (b) shows the probability of contamination events calculated using SVR. The threshold is obtained according to the model that corresponds to different organic contaminants. It is indicated as a red dotted line in (b) for triggering alarm signals during organic contamination events; (c) shows the anomaly outliers obtained using SVR; (d) presents the anomalous alarm triggered by the sequential Bayesian. The alarm triggered in (d) is accurate in determining the locations of organic contamination events; (e) illustrates the accuracy of the detection. FN indicates the false negative point, whereas FP indicates the false positive point.

**Figure 4.** The detection results of phenol in the semi-supervised model. (a) Location and concentration of each event; (b) Alarm signals, which exceeded the threshold shown as the red dotted line; (c) Outliers obtained by using SVR; (d) Alarm sequences triggered by Sequential Bayesian; (e) False positive (FP) points and False negative (FN) points compare with real categories.

**Figure 5.** The detection results of m-phenylenediamine in the semi-supervised model. (a) Location and concentration of each event; (b) Alarm signals, which exceeded the threshold shown as the red dotted line; (c) Outliers obtained by using SVR; (d) Alarm sequences triggered by Sequential Bayesian; (e) FP points and FN points compare with real categories.
3.2.2. Detection Results of Supervised Learning Model

The baseline drift of UV-Vis spectral data changes with the environment (such as temperature and water flow rate), and the drift range is unpredictable. The supervised model obtains a model by learning the fixed labeled dataset [22,31–33]. Therefore, the model cannot be adapted to the baseline drift. To demonstrate this scenario, a supervised model is used to analyze the UV-Vis spectral data of phenol, m-phenylenediamine, hydroquinone, and resorcinol. The results are presented in Figure 8. The detection of contamination events has no false negative (FN) but has a large number of FPs. This large number occurs because the baseline changes considerably during detection, thereby exceeding the predictions for baseline change in the test dataset made by the orthogonal projection correction and estimated by the SVR model.
Figure 8. Detection results of the supervised model. (Panel (A)) The concentrations, alarm signals and FP points and FN points of phenol; (Panel (B)) The concentrations, alarm signals and FP points and FN points of m-phenylenediamine; (Panel (C)) The concentrations, alarm signals and FP points and FN points of hydroquinone; (Panel (D)) The concentrations, alarm signals and FP points and FN points of resorcinol.

3.2.3. Detection Results of Unsupervised Model

In studying the unsupervised model [14], PCA is used to extract the principal components of the newly collected UV-Vis spectral data, whereas Hotelling’s T2 statistical method is adopted to calculate the principal components. If the result of the latter exceeds the threshold, then the point is an
outlier. Finally, the outliers are filtered using sequential Bayes. As shown in Figure 9, the results of the unsupervised model have a large number of FNs and positives.

Figure 9. Detection results of the unsupervised model. (Panel (A)) The concentrations, alarm signals and FP points and FN points of phenol; (Panel (B)) The concentrations, alarm signals and FP points and FN points of m-phenylenediamine; (Panel (C)) The concentrations, alarm signals and FP points and FN points of hydroquinone; (Panel (D)) The concentrations, alarm signals and FP points and FN points of resorcinol.
3.2.4. Analysis Results

Figures 4–9 present the results of the three methods. The results of the semi-supervised learning model are provided in Figures 4–7. All events can be detected without any FPs. The supervised model can detect all events. However, some FPs are observed, as shown in Figure 8. In Figure 9, the unsupervised model is ineffective in detecting events with concentrations below 50 µg·L\(^{-1}\). Moreover, several FPs are identified. In particular, Table 3 shows the TPR (10) and FAR (11) of the four organic contamination events based on the level of points. The average accuracy of the supervised model, which reaches approximately 80%, is the highest among the three methods but accompanied by a small number of FPs. However, when measuring performance at the level of the contamination event (it is considered the same event if the interval between points does not exceed 3), true positive (TP) is the detection of an actual event, whereas FP refers to normal water quality data being incorrectly classified as a contamination event. Table 4 shows the TP and FP of the four organic contaminant events based on the level of the events. The semi-supervised learning model can detect all organic contamination events without any false positives, and the TP and FP of this model are considerably better than those of the supervised and unsupervised learning models.

<table>
<thead>
<tr>
<th>Organic Contaminants</th>
<th>Unsupervised</th>
<th>Supervised</th>
<th>Semi-Supervised</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TPR</td>
<td>FAR</td>
<td>TPR</td>
</tr>
<tr>
<td>phenol</td>
<td>0.4545</td>
<td>0.0041</td>
<td>0.7652</td>
</tr>
<tr>
<td>m-phenylenediamine</td>
<td>0.6726</td>
<td>0.1094</td>
<td>0.9558</td>
</tr>
<tr>
<td>hydroquinone</td>
<td>0.5526</td>
<td>0.4144</td>
<td>0.7544</td>
</tr>
<tr>
<td>resorcinol</td>
<td>0.2212</td>
<td>0.0624</td>
<td>0.8673</td>
</tr>
</tbody>
</table>

Table 4. Comparison of three methods based on the events’ level. (Each organic contaminant includes 6 events). TP indicates the number of abnormal events detected; FP indicates the number of false positive events.

<table>
<thead>
<tr>
<th>Organic Contaminants</th>
<th>Unsupervised</th>
<th>Supervised</th>
<th>Semi-Supervised</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TP</td>
<td>FP</td>
<td>TP</td>
</tr>
<tr>
<td>phenol</td>
<td>4</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td>m-phenylenediamine</td>
<td>6</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>hydroquinone</td>
<td>1</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>resorcinol</td>
<td>3</td>
<td>7</td>
<td>6</td>
</tr>
</tbody>
</table>

An event typically contains a series of consecutive points. Hence, the level of the contamination event should be used to judge detection performance. Compared with the results of the supervised and unsupervised learning models, the accuracy of the semi-supervised learning model is considerably improved. The semi-supervised model dynamically eliminates baseline drift and uses unlabeled data to dynamically correct such drift. In this manner, a large number of FPs in the supervised and unsupervised models are eliminated. Hence, the semi-supervised learning model can effectively detect organic contamination events without any FPs. However, a small number of FN points and positive negative points still occur in each event. In conclusion, compared with the unsupervised model, the supervised learning model can effectively reduce the detection limit of organic contaminants. Moreover, the semi-supervised learning model exhibits better adaptability and performance in detecting organic contamination events than the supervised learning model.

4. Discussion

The effect of dynamic orthogonal projection correction and the adaptability of the semi-supervised learning model when the baseline gradually drifts are discussed in this paper. First, the comparison
of the effects of baseline drift correction with dynamic orthogonal projection correction and without baseline drift correction shows that the former can effectively eliminate baseline drift and improve the signal-to-noise ratio (SNR). Second, the comparison of the detection accuracy of the supervised and semi-supervised models when the baseline gradually drifts indicates that the latter can adapt to the baseline drift more effectively than the former.

4.1. Effect of Dynamic Orthogonal Projection Correction

UV-Vis spectral data changes with time. Thus, the spectral dataset collected at different times has varying ranges of drift. The interference of baseline drift on the training and test datasets should be reduced [14–16]. If the raw data are modeled directly, then the detection results generate a large number of FPs and negatives. To adapt to the dynamic changes of the spectrum and extract useful signals, dynamic orthogonal projection correction is continuously used in eliminating baseline drift.

To clearly illustrate the interference of baseline correction, the UV-Vis spectral sets of phenol are used as example. As shown in Figure 3, approximately 3300 UV-Vis spectral sets of phenol are collected, including 6 organic contamination events. The organic contamination events are difficult to analyze because of the high dimension of the original UV-Vis spectral sets and baseline drift. To intuitively demonstrate changes in the UV-Vis spectral data, PCA can effectively reduce the dimension of UV-Vis spectral data and extract features. The dimension and features of the data are reduced and extracted, respectively, using PCA. Then, the change in the UV-Vis spectral data can be observed clearly. The first to third principal components of the original UV-Vis spectral data of phenol are shown in Figure 10. Meanwhile, Figure 11 presents the first to third principal components of the UV-Vis spectral data of phenol corrected via dynamic orthogonal projection.

![Figure 10.](image1)

**Figure 10.** The first to third principal components of the original spectrum of phenol samples. FPC represents the first principal component of the UV-Vis spectrum; SPC represents the second principal component of the UV-Vis spectrum; TPC represents the third principal component of the UV-Vis spectrum.

![Figure 11.](image2)

**Figure 11.** The first to third principal components of the corrected spectrum of phenol samples. FPC represents the first principal component of the UV-Vis spectrum; SPC represents the second principal component of the UV-Vis spectrum; TPC represents the third principal component of the UV-Vis spectrum.

Figure 10 shows that the phenol invasions in the first principal component, which represent 98.88% of the information of the UV-Vis spectrum, are submerged by the baseline drift. Although the second and third principal components can clearly express three phenol invasion events, they only
represent 0.49% and 0.11%, respectively. The results of the UV-Vis spectral data corrected by dynamic projection correction are presented in Figure 11. The first to third principal components of the UV-Vis spectral sets of phenol corrected by dynamic orthogonal projection represent 42.96%, 9.76%, and 7.35%, respectively. The abnormal changes in the first principal component of the UV-Vis spectral data at the points where phenol intrudes are clearly more recognizable than those in Figure 10. Therefore, the signals of organic contamination events are amplified after correcting the baseline drift via dynamic orthogonal projection.

To demonstrate the effect of dynamic baseline correction, we construct the semi-supervised learning model directly from the UV-Vis spectral sets of phenol, m-phenylenediamine, hydroquinone, and resorcinol. The results are presented in Figure 12 and Table 5. When compared with Figures 4–7, the detection results of the organic contamination events contain FPs apart from a large number of FNs.

Table 5. Comparison the two methods based on the events’ level (Each organic contaminant includes 6 events). TP indicates the number of abnormal events detected; FP indicates the number of false positive events.

<table>
<thead>
<tr>
<th>Organic Contaminants</th>
<th>Baseline Correction</th>
<th>No Baseline Correction</th>
</tr>
</thead>
<tbody>
<tr>
<td>phenol</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>m-phenylenediamine</td>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td>hydroquinone</td>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td>resorcinol</td>
<td>6</td>
<td>6</td>
</tr>
</tbody>
</table>

Figure 12. Cont.
Figure 12. Detection results of the semi-supervised model without baseline drift correction. (Panel (A)) The concentrations, alarm signals and FP points and FN points of phenol; (Panel (B)) The concentrations, alarm signals and FP points and FN points of m-phenylenediamine; (Panel (C)) The concentrations, alarm signals and FP points and FN points of hydroquinone; (Panel (D)) The concentrations, alarm signals and FP points and FN points of resorcinol.

Therefore, eliminating baseline drift through dynamic orthogonal projection can considerably improve SNR and reduce the impact of water quality fluctuations, thereby subsequently increasing detection accuracy.

4.2. Comparison of the Adaptability between the Supervised and Semi-Supervised Models When the Baseline Gradually Drifts

To study the adaptability of the detection methods using the UV-Vis spectrum, the practical problems of the long-term situation of water quality monitoring with the baseline slowly drifting should be solved. We collect more than 63,000 UV-Vis spectral datasets of water quality within 23 days. Three incidents of m-phenylenediamine events are injected at different time intervals. Each event includes concentration intensities of 20, 30, 40, 50, 100, and 200 µg·L\(^{-1}\). These intensities are used to analyze event detection in long-term situations. PCA is used to obtain the first to third principal components of the UV-Vis spectral data for depicting the baseline drift, as shown in Figure 13. If the dashed line is used to divide the daily monitoring data, then the baseline is shown to gradually drift.

Figure 13. The first to third principal components of the original spectrum of 23-day water samples. FPC represents the first principal component of the UV-Vis spectrum; SPC represents the second principal component of the UV-Vis spectrum; TPC represents the third principal component of the UV-Vis spectrum.

A supervised learning model is used to analyze the UV-Vis spectral sets observed over the previous 23 days. The results are presented in Figure 14. The alarm signals for the test dataset obtained with the supervised learning model also drifts to a certain extent due to the drift on the surface of
the water quality baseline. Figure 14b shows that the alarm results for SVR gradually deviate below the threshold, thereby rendering the optimal threshold obtained in the training dataset invalid in the test dataset. Meanwhile, a semi-supervised model is also applied to analyze the same UV-Vis spectral sets. The orthogonal projection and SVR models are updated using unlabeled sets. The results are provided in Figure 15. Figure 15b shows the SVR output for the alarm signals, whereas Figure 15c presents the outliers obtained after comparing the alarm information with the optimal threshold \( T_{\text{best}} \) of the training dataset. Sequential Bayesian is used to update the probability of outliers. When the probability threshold exceeds 0.95, a contamination event has occurred. The result is recorded in the water quality alarm sequence, as shown in Figure 15d. Compared with the detection results of the supervised learning model, the semi-supervised learning model can detect events effectively when the baseline gradually drifts.

**Figure 14.** Results of the 23-days’ m-phenylenediamine detection in the supervised model. (a) Location and concentration of each event; (b) Alarm signals, which exceeded the threshold shown as the red dotted line; (c) Outliers obtained by using SVR; (d) Alarm sequences triggered by Sequential Bayesian.

**Figure 15.** Results of the 23 days’ m-phenylenediamine detection in the semi-supervised model. (a) Location and concentration of each event; (b) Alarm signals, which exceeded the threshold shown as the red dotted line; (c) Outliers obtained by using SVR; (d) Alarm sequences triggered by Sequential Bayesian.

Therefore, the semi-supervised learning method can more effectively adapt to baseline drift than the supervised learning model. The semi-supervised learning model can detect all organic contamination events, whereas the supervised model becomes gradually invalid with baseline drift. The supervised model trains a model by learning the fixed labeled dataset that does not cover all the
cases of the baseline drift. Thus, the detection accuracy of the supervised model is comparatively low in the tests. To adapt to the gradual drift of the baseline, the semi-supervised learning model maximizes the information from the labeled and new data. Then, it dynamically updates the anomaly detection model, thereby possibly improving the detectability of organic contamination events using the UV-Vis spectrum to a considerable extent.

5. Conclusions

This study presents a novel method that combines dynamic orthogonal projection correction and an SVR model to detect organic contamination events in water distribution systems.

The proposed semi-supervised learning method adopts a dynamic orthogonal projection correction method to continuously update the difference space. In this manner, the incapability of static orthogonal projection correction to adequately adapt to the baseline drift is overcome. After eliminating the baseline drift via dynamic orthogonal projection, the signals of the organic contamination events are highlighted. This method processes unlabeled samples and maximizes the implicit supervision information provided by the samples of the labeled dataset. It also fully uses unlabeled data and considerably improves the detectability of organic contamination events with the UV-Vis spectrum. The semi-supervised learning model dynamically updates the orthogonal projection correction and the SVR model. Accordingly, the method can provide accurate detection even when the baseline drifts considerably.

Despite the advantages of the detection method, a certain number of FN points still occur in the organic contamination events, particularly when the concentration is below 30 µg·L\(^{-1}\). Additional studies should be conducted in the future to further reduce the FN points. By purposefully extracting features from the UV-Vis spectral data, the signals of low-concentration organic contaminants can be amplified, particularly to enhance detection performance when the concentration is below 30 µg·L\(^{-1}\).

Therefore, the proposed method can effectively detect organic contaminants by evaluating UV-Vis spectral sets. This novel method can be applied to water distribution systems to ensure the safety of drinking water given its high adaptability and good performance.
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