A New Uncertainty Measure for Assessing the Uncertainty Existing in Hydrological Simulation
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Abstract: The absence of aggregated uncertainty measures restricts the assessment of uncertainty in hydrological simulation. In this work, a new composite uncertainty measure is developed to evaluate the complex behaviors of uncertainty existing in hydrological simulation. The composite uncertainty measure is constructed based on a framework, which includes three steps: (1) identification of behavioral measures by analyzing the pairwise correlations among different measures and removing high correlations; (2) weight assignment by means of a new hierarchical weight assembly (HWA) approach incorporating the intra-class and inter-class weights; (3) construction of a composite uncertainty measure through incorporating multiple properties of the measure matrix. The framework and the composite uncertainty measure are demonstrated by case studies in uncertainty assessment for hydrological simulation. Results indicate that the framework is efficient to generate a composite uncertainty index (denoted as CUI) and the new measure CUI is competent for uncertainty evaluation. Besides, the HWA approach performs well in weighting, which can characterize subjective and objective properties of the information matrix. The achievement of this work provides promising insights into the performance comparison of uncertainty analysis approaches, the selection of proper cut-off threshold in the GLUE method, and the guidance of reasonable uncertainty assessment in a range of environmental modelling.
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1. Introduction

Uncertainty is a term used across many disciplines without identical definitions, but in essence it is related to the variable associated with the difference between the true state of a system and its observational or theoretical assessment at a specific space and time [1]. Robust simulation on streamflow is of great importance for disaster mitigation, water resources management and ecosystem maintenance, especially under the changing environment [2–5]. Uncertainties in simulated or predicted streamflow are associated with many factors, including inputs (difference between observed values and true values), model structure (unaccounted processes, empirical equations, and numerical errors), and model parameters (incomplete knowledge of parameter values, ranges, and their physical meaning) [6,7].
Uncertainties inherently exist in hydrological simulation [8], influencing the decision making on water resources management and ecosystem maintenance [9–11].

Uncertainty analysis is the means of calculating and representing the certainty with which the model results represent reality [12]. To estimate potential uncertainties in model outputs, several uncertainty analysis methods have been developed [13–15]. Some of these methods include: the generalized likelihood uncertainty estimate (GLUE) method [13], the Bayesian Markov chain Monte Carlo (MCMC) method [16], and the Bayesian model averaging (BMA) method [17]. Ajami et al. [18] proposed the integrated Bayesian uncertainty estimator (IBUNE) to account for the major uncertainties associated with model input, parameters, and structure in hydrologic prediction. Zhou et al. [19] investigated the use of an epsilon-dominance non-dominated sorted genetic algorithm II to improve the sampling efficiency for multiple metrics uncertainty analysis using GLUE.

Despite these advances in the studies of uncertainty in hydrological simulation, it should be borne in mind that the above-mentioned uncertainty assessment methods could bring additional uncertainties into the application [20]. As forms of mathematical models, they are subject to errors of uncertainties in their underlying assumptions and structure, as well as in the determination of parameters (e.g., the setting of cut-off threshold in GLUE). It follows that their uncertainty assessment indices must also reflect such uncertainties. In these uncertainty assessment methods, the output of the hydrological modelling exercise for each time step is no longer simply a single numerical value (point estimate) of discharge or stage, but rather an interval defined by the prediction bounds obtained under a certain confidence level.

The generation of quantitative measures of confidence in a model’s results is essential for providing guidance about the weight which should be given to the model in decision making, and for indicating where the model may need to be improved. According to Melching and Singh [21], confidence intervals are used to define ranges (i.e., 95%) within which the mean estimate will exist with specified probability. It means that the model outputs are commonly represented by a range of values at a certain confidence level (the called uncertainty interval). Many indices have been proposed and applied to assess the simulation accuracy of hydrological models [22]. Apart from their use in describing the properties of the prediction bounds, such indices can also serve as the criteria for comparing the prediction bounds generated from different assessment methods or schemes.

In comparing such different generated predictions bounds, their most desirable characteristics, expressed through indices, need to be identified. Some uncertainty indices or measures [23–25] were developed to quantitatively evaluate the uncertainty interval of hydrological simulation. A series of widely-used uncertainty measures are collected in Table 1, which characterize various properties of uncertainty interval. For example, the containing ratio (CR) [23], referred to earlier, is defined as the ratio of the number of observed discharges enveloped by its prediction bounds to the total number of the observed discharges. A high CR for the estimated bounds or intervals is always the goal. The average band-width (B) [26] of the prediction bounds for the whole discharge series should be as narrow as possible.

Generally, an individual measure only describes part of the properties, which would fail to represent complex behaviors of uncertainty interval [27,28]. Some hydrologists therefore tried to employ a range of measures for joint analysis [20,27]. Chen et al. [27] analyzed the uncertainties of hydrological simulation in the source region of Yellow river by using four measures, including the percentages of observations that are contained in the calculated 95% confidence intervals, the average relative length, the average asymmetry degree, and the average deviation amplitude. However, conflicts amongst measures are reported. Xiong et al. [20] revealed that high containing ratio, narrow band-width and high symmetry could not be achieved simultaneously. Absence of a composite measure for describing complex properties of uncertainty interval heavily restricts quantitative evaluation of uncertainty in hydrological simulation [20].
The current optimization algorithms weighting approaches determine weights mainly based on the subjective information matrix that reflect subjective and objective methods are recommended [39,49–52]. Actually, weights by approaches of the same class and different classes contribute differently. It should be embodied in calculation procedures. However, it has seldom been reported so far. Consequently, a new assembled weighting approach is urgently needed to consider the hierarchical ensemble of both inter-class and intra-class weights.

### Table 1. Uncertainty measures widely used for describing uncertainty interval.

<table>
<thead>
<tr>
<th>Properties</th>
<th>Name</th>
<th>Calculation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coverage</td>
<td>Containing ratio (CR)</td>
<td>$CR = n_i/N$ [25]</td>
</tr>
<tr>
<td>Band-width</td>
<td>Average band-width ($B$)</td>
<td>$B = 1/N \sum_{i=1}^{N} (q_i^u - q_i^l)$ [26]</td>
</tr>
<tr>
<td></td>
<td>Average relative band-width ($RB$)</td>
<td>$RB = 1/N \sum_{i=1}^{N} \left(\frac{</td>
</tr>
<tr>
<td>Symmetry</td>
<td>average asymmetry degree 1 ($S$)</td>
<td>$S = 1/N \sum_{i=1}^{N} \left(\frac{</td>
</tr>
<tr>
<td></td>
<td>average asymmetry degree 2 ($Ts$)</td>
<td>$Ts = 1/N \sum_{i=1}^{N} \left[\left(\frac{</td>
</tr>
<tr>
<td>Deviation amplitude</td>
<td>Average deviation amplitude ($D$)</td>
<td>$D = 1/N \sum_{i=1}^{N} \left[\frac{q_i^u - q_i^l}{2 - Q_i}\right]$ [29]</td>
</tr>
<tr>
<td></td>
<td>Average relative deviation amplitude ($RD$)</td>
<td>$RD = 1/N \sum_{i=1}^{N} \left(\frac{Q_i - Q_i^u}{2Q_i} - 1\right)$ [29]</td>
</tr>
<tr>
<td>Expectation</td>
<td>Average deviation of expectation ($Dq$)</td>
<td>$Dq = 1/N \sum_{i=1}^{N} \left(E_{q_i} - Q_i\right)$ [30]</td>
</tr>
<tr>
<td></td>
<td>Average relative deviation of expectation ($RDq$)</td>
<td>$RDq = 1/N \sum_{i=1}^{N} \left(E_{q_i} - Q_i\right)$ [30]</td>
</tr>
<tr>
<td></td>
<td>Nash-Sutcliffe Coefficient of Efficiency ($NSCE$)</td>
<td>$NSCE = 1 - \sum_{i=1}^{N} (E_{q_i} - Q_i)^2 / \sum_{i=1}^{N} (Q_i - \overline{Q})^2$ [30]</td>
</tr>
</tbody>
</table>

Note: $n_i$ is the number of observations cover in the intervals; $N$ is the number of observations; $q_i^u$ and $q_i^l$ is the upper and lower bounds of intervals at the $i$th time step respectively; $Q_i$ is the observed discharge at the $i$th time step; $E_{q_i}$ is the expectation of the output distribution at the $i$th time step; $\overline{Q}$ is the mean value of the observed discharge.

A key point for constructing composite measures is to develop an approach to scientifically assemble different uncertainty measures [31]. The solution for the Multiple Attribute Decision Making (MADM) problems in robot selection in industrial engineering [32,33], programming in mathematics [34] and economic cybernetics in dynamic system [35], provides beneficial insights in handling the issue of assembling uncertainty measures. An MADM method is a procedure that specifies how attribute information is to be processed in order to arrive at a choice [36]. It is actually a method of assembling behavioral measures by well-assessed weights. From this point of view, the construction of composite uncertainty measures is an issue of feasible selection of contributing measures and weights assignment of the selected measures.

Weight assignment plays a key role in the construction of aggregated uncertainty measures. The contribution of each measure is hard to identify. There is actually no objective function (OF) because the ‘true value’ for the aggregated uncertainty behaviors does not exist. The current optimization algorithms hence fail to deal with the weighting problem [37,38]. Recently, a collection of weighting approaches has been widely used to solve the MADM problems [2,39,40], providing us with beneficial means to conduct the weights assignment. The weighting approaches are classified into three categories. Subjective weighting approaches determine weights mainly based on the subjective information matrix that reflect the subjective expertise (e.g., Delphi method [41], Least-Squares Method [42], Eigenvector Method [43], and Goal Programming Method [44,45]). In contrast, objective weighting methods calculate weights statistically with respect to the objective information matrix by using some matrix analysis algorithms (e.g., Standard Deviation Method [46], Entropy Method [47] and Linear Programming Method [35]).

Sometimes, the weights determined by objective methods are inconsistent with the decision maker’s subjective preferences. Contrariwise, the judgments of the decision makers occasionally depend on their knowledge or experience absolutely, and the error in weights to some extent is unavoidable [48]. Subsequently, assembled approaches incorporating advantages of a range of subjective and objective methods are recommended [39,49–52]. Actually, weights by approaches of the same class and different classes contribute differently. It should be embodied in calculation procedures. However, it has seldom been reported so far. Consequently, a new assembled weighting approach is urgently needed to consider the hierarchical ensemble of both inter-class and intra-class weights.
In this work, we strive to: (1) construct a consolidated framework to generate a new composite uncertainty measure to evaluate the uncertainty of hydrological simulation; (2) develop an integrated weighting approach based on a hierarchical ensemble of multiple matrix properties incorporating the intra-class and inter-class weights; and (3) develop a composite uncertainty index \( \text{CUI} \) by incorporating a range of uncertainty measures and well-assessed weights. The \( \text{CUI} \) is employed to assess the uncertainty interval of simulated streamflow. This study provides a new approach to evaluate the uncertainty inherently existing in hydrological simulation.

2. Methodology

2.1. The Framework for Generating A Composite Uncertainty Measure

A framework for generating a composite uncertainty measure is developed and shown in Figure 1, which includes three parts: measure identification, weight assignment, and index construction.

In the first part (measure identification), contributing measures are identified through analyzing the pairwise linear correlations among different measures, highly correlated measures are excluded [36]. Behavioral measures should not be linearly correlated strongly to avoid information overlap, whereas strong negative correlations are acceptable. Selected measures are arranged and normalized into an objective information matrix. The correlative importance for each two measures assessed based on expertise is used to construct the subjective information matrix.

A simple approach for identifying the behavioral measures is developed according to the correlation coefficient (R) matrix, which includes four steps:

Step 1: Pre-define a correlation coefficient \( \text{RT} \) as the maximum \( R \) and a number \( N \) as the limiting number of selected measures;

Step 2: Count the number of correlation coefficients larger than \( \text{RT} \) by columns in the correlation coefficient matrix;

Step 3: Re-construct the correlation coefficient matrix by deleting the row and column corresponding to the measure with the largest number of \( R \) larger than \( \text{RT} \). If multiple measures have the same largest number, follow the principle that remain measures of different property types, and if not possible, follow the order “expectation > band-width > coverage > deviation amplitude > symmetry”.

Step 4: If the number of measures equals to \( N \), stop, and the remaining measures are the contributing measures; otherwise, go to Step 2.

In the second part (weight assignment), weights are assigned to corresponding measures properly. It is the most important part in the framework, which is conducted by a series of classical weighting algorithms emphasizing subjective or objective information [31,48]. To overcome the insufficiency of a single weighting approach, a hierarchical weight assembly (HWA) method was developed in this work and compared with classical weighting algorithms.

In the third part (index construction), behavioral measures are synthesized with corresponding weights to build a composite uncertainty index \( \text{CUI} \):

\[
\text{CUI} = w_1 \times I_1 + w_2 \times I_2 + \cdots + w_m \times I_m \quad i = 1, 2, \ldots, m
\]

where \( I_i \) is the value of selected measures and \( w_i \) is the corresponding weight; \( m \) denotes the number of behavioral measures. \( \text{CUI} \) ranges from 0 to 1. Larger \( \text{CUI} \) implies better performance of the uncertainty interval for hydrological simulation. Values of the measures in the \( \text{CUI} \) formula are the normalized values rather than the original ones.

It should be noted that inputs of the framework are uncertainty analysis results, namely the uncertainty interval of hydrological simulation. This paper just focuses on the uncertainty induced by model parameters.
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Figure 1. General methodology.
2.2. Weight Assignment Approach

2.2.1. Subjective Weighting

Subjective weighting is to assign weights according to the relative importance amongst measures assessed by experts. Table 2 shows two assessing rules for relative importance, including the Analytic Hierarchy Process (AHP) rules [52] and the G1 rules [53–55]. AHP is a multi-attribute decision-making method that can reflect a priori information about the relative importance of inputs, outputs or even decision making units in the performance assessment [52]. G1 is a subjective weighting method that has the advantage of easy calculation and does not need to test the consistency of the judgment matrix [54].

<table>
<thead>
<tr>
<th>Value</th>
<th>Relative Importance</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>A is equally important compared with B</td>
</tr>
<tr>
<td>3</td>
<td>A is slightly more important than B</td>
</tr>
<tr>
<td>5</td>
<td>A is more important than B</td>
</tr>
<tr>
<td>7</td>
<td>A is apparently more important than B</td>
</tr>
<tr>
<td>9</td>
<td>A is significantly more important than B</td>
</tr>
<tr>
<td>2, 4, 6, 8</td>
<td>Occasions between the above cases</td>
</tr>
</tbody>
</table>

Reciprocal of 1 to 9 The less important cases corresponding to integer cases.

Table 2. Relative importance standard (A and B represent two measures, respectively).

(a) Relative importance standard of Analytic Hierarchy Process (AHP) rules [56].

(b) Relative importance standard of G1 rules [53–55].

<table>
<thead>
<tr>
<th>Value</th>
<th>Relative Importance</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>A is equally important compared with B</td>
</tr>
<tr>
<td>1.2</td>
<td>A is slightly more important than B</td>
</tr>
<tr>
<td>1.4</td>
<td>A is more important than B</td>
</tr>
<tr>
<td>1.6</td>
<td>A is apparently more important than B</td>
</tr>
<tr>
<td>1.8</td>
<td>A is significantly more important than B</td>
</tr>
<tr>
<td>1.1, 1.3, 1.5, 1.7</td>
<td>Occasions between the above cases</td>
</tr>
</tbody>
</table>

Two approaches, including the weighted least square (WLS) [56,57] method and the G1 [53–55] approach, are commonly employed to establish the weights. WLS is based on the subjective information matrix constructed according to the AHP rules [56]. Relative importance \( d_{ij} \) of the \( i \)th measure against the \( j \)th measure \((i, j = 1, 2, \ldots, m)\) is therefore assessed according to the rules. Store \( d_{ij} \) into a matrix \( D = [d_{ij}]_{m \times m} \), which is exactly the “subjective information matrix”, satisfying: \( d_{ij} > 0 \), \( d_{ij} = 1/d_{ji} \), and \( d_{ii} = 1 \) for \( i = 1, 2, \ldots, m \). G1 assigns weights without using a subjective information matrix, for details about G1 refer to Zheng [54] and Xie [55].

The weighted least square method for subjective weighting (denoted as WLSS) [56,57] is employed for subjective weighting in this work. It obtains the weight through optimizing a matrix \( F \) related to \( D \), and the final weight is:

\[
w^* = F^{-1}e/e^TF^{-1}e
\]

where \( e = (1, 1, \ldots, 1)^T \), \( F \) is a positively defined matrix in the occasion when there is at least one \( d_{ij} \neq d_{ik}d_{kj} \) for \( \forall i, j, k; i, j, k \in \{1, 2, \ldots, m\} \). Further details of the WLSS method are presented in Appendix A.

2.2.2. Objective Weighting

The uncertainty measures listed in Table 1 can form a column vector \( S_i = (a_{i1}, a_{i2}, \ldots, a_{im})^T \). Vector \( S_i \) is called an “event” and the element \( a_{ij} \) denotes the \( j \)th measure in the \( i \)th event \((i = 1, 2, \ldots, n; j = 1, 2, \ldots, m)\). Consisting of \( n \) possible event vectors, the \( n \times m \) matrix \( A = (S_1^T, S_2^T, \ldots, S_n^T) \) or \( A = [a_{ij}]_{n \times m} \) named as “decision matrix” is constructed (Table 3). Each column of the matrix corresponds to an uncertainty measure. The assembly of both uncertainty measures and events
constitutes a two-dimensional decision matrix. The synthetization of multiple events and measures may greatly complicate the decision matrix into multiple dimensions with much larger matrix size.

### Table 3. Basic form of measure matrix labeled by event and measure.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Measure 1</th>
<th>Measure 2</th>
<th>...</th>
<th>Measure n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Event 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Event n</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Some uncertainty measures contribute positively to the uncertainty behaviors while others contribute negatively. For example, a large value of CR (Table 1) contributes positively to good performance, whereas a large value of B (Table 1) contributes negatively. It is the essential reason for conflicts amongst measures. To deal with the scaling and conflicting problems amongst measures, decision matrix $A$ is handled with the following normalization \([57,58]\). After normalization, the measures have the same scale of 0 to 1.

For positive measures:

$$b_{ij} = \frac{a_{ij} - a_{\min}^j}{a_{\max}^j - a_{\min}^j} \quad i = 1, 2, \ldots, n; \quad j = 1, 2, \ldots, m$$

(3)

for negative measures:

$$b_{ij} = \frac{a_{\max}^j - a_{ij}}{a_{\max}^j - a_{\min}^j} \quad i = 1, 2, \ldots, n; \quad j = 1, 2, \ldots, m$$

(4)

$a_{\max}^j$ and $a_{\min}^j$ are represented as follows

$$a_{\max}^j = \max(a_{1j}, a_{2j}, \ldots, a_{nj})$$

(5)

$$a_{\min}^j = \min(a_{1j}, a_{2j}, \ldots, a_{nj})$$

(6)

**Objective weighting method:**

Five approaches, including the weighted least square method for objective weighting (WLSO) \([57]\), standard deviation (SD) \([59]\) method, VaRiance (VR) \([59]\) method, Entropy method (EM) \([60]\), and criteria importance through inter-criteria correlation (CRITIC) \([59,61]\) method, are employed to establish the weights.

Weights by WLSO \([57]\) can be calculated using the equation below:

$$w^* = H^{-1}e/e^TH^{-1}e$$

(7)

where $e = (1, 1, \ldots, 1)^T$, $H$ is a $m \times m$ diagonal matrix.

Weights by the SD method \([59]\) can be calculated through the formula below:

$$w_j = \sigma_j / \sum_{k=1}^{m} \sigma_k \quad j = 1, 2, \ldots, m$$

(8)

where $\sigma_j$ is the standard deviation of the corresponding column vector within matrix $B$. 
Weights by VaRiance (VR) method [59] can be obtained through the formula below:

$$w_j = \sigma_j^2 / \sum_{k=1}^{m} \sigma_k^2 \quad j = 1, 2, \ldots, m$$  \hspace{1cm} (9)

where $\sigma_j^2$ is the variance of the corresponding column vector within matrix $B$.

Entropy method (EM) [58,60] determines weights according to the equation below:

$$w_j = d_j / \sum_{k=1}^{m} d_k \quad j = 1, 2, \ldots, m$$  \hspace{1cm} (10)

where $d_j$ is the coefficient of the $j$th measure.

Weights by CRITIC method [59,61] can be obtained through the formula below:

$$w_j = Z_j / \sum_{k=1}^{m} Z_k \quad j = 1, 2, \ldots, m$$  \hspace{1cm} (11)

where $Z_j$ is a quantified label.

Further details of the methods about WLSO, SD, VR, EM, and CRITIC are shown in Appendix A.

2.2.3. Hierarchical Weight Assembly (HWA) Method

SD and VR methods are concerned with the secondary moment of measures. EM method pays attention to the chaos degree of information, while the CRITIC method focuses on the combination of both the contrast intensity and the correlations amongst different measures. These approaches have different advantages and disadvantages, it is therefore essential to build an “optimized” method with consideration of their merits. A hierarchical weight assembly (HWA) method incorporating multiple matrix properties and various approaches for uncertainty assessment is presented (Figure 1).

The HWA approach attempts to statistically incorporate multiple properties of the information matrix by an assembly of various weighting methods. Integration of the same approaches (e.g., subjective + subjective) is significantly distinct with that of different ones (e.g., subjective + objective). The subjective information matrix contains the knowledge of experts, while objective information matrix directly records the statistical properties of the simulated uncertainty interval. The information therefore ought to be treated differently. Hence, the assembly of intra-class approaches and inter-class approaches is implemented hierarchically. The hierarchical assembly is done following two steps:

(1) Intra-class Assembly

Intra-class assembly is a procedure of compositing weight sets calculated by different intra-class (subjective or objective) approaches into integrated intra-class weights. The intra-class assembly for objective weights is calculated as:

$$PW_{Oj} = (\prod_{i=1}^{k} w_{Oij})^{1/k} \quad j = 1, 2, \ldots, m$$  \hspace{1cm} (12)

$$w_{Oj} = PW_{Oj} / \sum_{i=1}^{m} PW_{Oi} \quad j = 1, 2, \ldots, m$$  \hspace{1cm} (13)

where, $w_{Oj}$ is the intra-class integrated objective weight of the $j$th measure, $w_{Oij}$ denotes the weight of the $j$th measure calculated by the $i$th objective weighting method, $k$ represents the number of objective
methods involved in HWA approach, and $PW_{Oj}$ is a variable used for storing the process weight of the $j$th measure. Similarly, the intra-class integration for subjective weights is calculated as:

$$PW_{Sj} = \left( \prod_{i=1}^{t} w_{Si} \right)^{1/t} \quad j = 1, 2, \ldots, m$$  \hspace{1cm} (14)

$$w_{Sj} = \frac{PW_{Sj}}{\sum_{i=1}^{m} PW_{Si}} \quad j = 1, 2, \ldots, m$$  \hspace{1cm} (15)

the denotation of variables can be referred to above.

2) Inter-class Assembly

Inter-class assembly is conducted by means of linear weighted summation method [62]:

$$w_i = \varphi \times w_{Oj} + \phi \times w_{Si} \quad i = 1, 2, \ldots, m$$  \hspace{1cm} (16)

where $w_i$ denotes the integrated inter-class weight for the $i$th measure and is also the final weight of the HWA approach; $\varphi$ and $\phi$ are the two classifying coefficients. Classifying coefficients are commonly determined according to expertise. Nonetheless, we try to determine their values in a more statistical way with the help of difference coefficient $T_s$:

$$\varphi = \frac{m}{m-1} T_s$$  \hspace{1cm} (17)

$$\phi = 1 - \varphi$$  \hspace{1cm} (18)

$$T_s = 2(P_1 + 2P_2 + \ldots + mP_m) / m - (m + 1) / m$$  \hspace{1cm} (19)

where $P_1, P_2, \ldots, P_m$ are the ascending sequence of the integrated intra-class subjective weights.

2.3. Uncertainty Analysis for Hydrological Modelling

In this work, the Xinanjiang model [63] (simplified as XAJ) is employed to simulate the streamflow of a catchment located in a semi-humid region of China. The uncertainty intervals of hydrological simulation are generated by means of three widely used uncertainty analysis approaches, which are introduced below (Section 2.3.2).

2.3.1. Study Basin and Data

Lushi basin ($4623$ km$^2$) is a sub-basin of the Sanhuajian region located within the Yellow river basin, which is controlled by Lushi hydrological station (Figure 2). The elevation of Lushi basin ranges from $500$ m and $2000$ m a.s.l. A typical monsoon climate, characterized by abundant rainfall (55%–65% of the total precipitation) in rainy seasons (from July to September), dominates this mountainous area [64]. The annual mean precipitation is approximately $720$ mm and the annual mean water surface evaporation is $966$mm. Lack of large water control projects is one of the most attracting factors for us to choose this region. Daily data of $6$ years (1982–1987) including daily precipitation, potential evapotranspiration and streamflow is collected. Data of the first year acts as the warm-up period to weaken the impacts induced by initial state variables.
With respect to the related parameter $KI$ and $KG$, $KI$ was sampled and $KG$ was assigned values based on the function $KI + KG = 0.8$ (i.e., $KG = 0.8 - KI$). For more details of the model, refer to Zhao [63].

### 2.3.2. Hydrological Model and Uncertainty Analysis Method

#### Hydrological Model

XAJ model is constituted by four distinctive modules, namely three-layer evapotranspiration module, saturation excess runoff module, water source partition module, and discharge routing module. The model has been operationally applied to simulate and forecast streamflow in almost all humid and semi-humid regions of China [65]. Domains and interpretations of the 16 parameters in the XAJ model are presented in Table 4. The parameters are sampled within the corresponding domains. With respect to the related parameter $KI$ and $KG$, $KI$ was sampled and $KG$ was assigned values based on the function $KI + KG = 0.8$ (i.e., $KG = 0.8 - KI$). For more details of the model, refer to Zhao [63].

**Table 4. Parameters of the XAJ model along with their descriptions and domains.**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Domains</th>
</tr>
</thead>
<tbody>
<tr>
<td>KC</td>
<td>Ratio of potential evapotranspiration to pan evaporation</td>
<td>0.5–0.9</td>
</tr>
<tr>
<td>UM</td>
<td>Upper tension moisture capacity</td>
<td>10–20</td>
</tr>
<tr>
<td>LM</td>
<td>Lower tension moisture capacity</td>
<td>60–90</td>
</tr>
<tr>
<td>C</td>
<td>Coefficient of deep evapotranspiration</td>
<td>0.1–0.2</td>
</tr>
<tr>
<td>WM</td>
<td>Average soil moisture storage capacity</td>
<td>120–200</td>
</tr>
<tr>
<td>B</td>
<td>Exponent of the soil moisture storage capacity curve</td>
<td>0.1–0.4</td>
</tr>
<tr>
<td>IM</td>
<td>Ratio of the impervious to the total area of the basin</td>
<td>0.01–0.04</td>
</tr>
<tr>
<td>SM</td>
<td>Average free water storage capacity</td>
<td>0–50</td>
</tr>
<tr>
<td>EX</td>
<td>Exponent of the free water storage capacity curve</td>
<td>1.0–1.5</td>
</tr>
<tr>
<td>KG</td>
<td>Outflow coefficient of the free water storage to interflow</td>
<td>0.5–0.7</td>
</tr>
<tr>
<td>KI</td>
<td>Outflow coefficient of the free water storage to groundwater</td>
<td>$KI + KG = 0.8$</td>
</tr>
<tr>
<td>CS</td>
<td>Recession constant of the surface water</td>
<td>0.5–0.999</td>
</tr>
<tr>
<td>CI</td>
<td>Recession constant of the lower interflow storage</td>
<td>0.5–0.999</td>
</tr>
<tr>
<td>CG</td>
<td>Recession constant of the groundwater storage</td>
<td>0.5–0.999</td>
</tr>
<tr>
<td>KE</td>
<td>Parameter of Muskingum routing</td>
<td>0–40</td>
</tr>
<tr>
<td>XE</td>
<td>Parameter of Muskingum routing</td>
<td>0–0.5</td>
</tr>
</tbody>
</table>

#### Uncertainty Analysis Approaches

![Figure 2. Map of the study area controlled by Lushi hydrological station.](image-url)
The widely used generalized likelihood uncertainty estimate (GLUE) method [66–68] and shuffled complex evolution metropolis algorithm (SCEM-UA) [69] are employed in our work. Considering that the SCEM-UA method with a standard likelihood measure usually generates too small an interval to cover observed points [26], we adopt the same handlings as Blasone [26], where the likelihood measure of the SCEM-UA method is changed to the Nash-Sutcliffe Coefficient of Efficiency (NSCE):

\[
NSCE = 1 - \frac{\sum_{i=1}^{n} (\text{Obs}_i - \text{Sim}_i)^2}{\sum_{i=1}^{n} (\text{Obs}_i - \overline{\text{Obs}})^2}
\]  

where, \(\text{Obs}_i\) and \(\text{Sim}_i\) are respectively the observation and simulation at \(i\)th time step, \(\overline{\text{Obs}}\) is the mean of observations; \(n\) is the length of discharge series. In this sense, the SCEM-UA method does no longer adhere to classical statistics and can be referred to as a pseudo-Bayesian (shorten as PSCEM-UA) approach. The standard SCEM-UA (denoted as SCSCM-UA) method is employed for comparison with GLUE and PSCEM-UA methods. For more details of the GLUE and SCEM-UA methods, refer to Vrugt et al. [69].

Before conducting uncertainty assessment, setting of uncertainty analysis should be interpreted clearly. All three uncertainty analysis approaches (GLUE, PSCEM-UA and SCSCM-UA) generate parameter samples for five parallel sequences, each sequence for 10,000 samples. First 2000 of the 10,000 samples in each sequence are used for the burn-in period and abandoned. For GLUE and PSCEM-UA, cut-off thresholds should be pre-set to classify model runs into ‘behavioral’ and ‘non-behavioral’ classes. Samples with likelihoods (NSCEs) less than a pre-defined cut-off threshold are non-behavioral. The model outputs corresponding to the behavioral samples constitute the simulated values with confidence interval. For SCSCM-UA, it is conducted without using a cut-off threshold. The uncertainty measures listed in Table 1 are therefore computed according to the uncertainty interval.

3. Results

This section lists results including two parts. The first part shows the conventional uncertainty analysis. It is implemented by using a range of single uncertainty measures. The second part shows the application of the new framework to two case studies with increasing complexity. It involves the operations of each step of the framework, the demonstration for rationality of the framework, and the result analysis.

3.1. Conventional Uncertainty Assessment in The Study Region

The simulated streamflow of Lushi basin by XAJ model is shown in Figure 3. The 95% confidence intervals generated by uncertainty analysis approaches at different cut-off thresholds are plotted in the figures. It is seen that the uncertainty intervals by GLUE and PSCEM-UA methods narrow sharply with the increase of thresholds from 0.5 to 0.8. As for the SSUEM-UA method, the intervals are much thinner than that of GLUE and PSUEM-UA, leading to the least coverage ratio (CR) and band width (B and RB) (Table 5). Generally, it is found that a smaller interval width always goes with less coverage ratio.

Table 5 shows the values of uncertainty measures generated by GLUE, PSUEM-UA and SSUEM-UA approaches. GLUE and PSUEM-UA are conducted at different cut-off thresholds (0.7, 0.5 and 0.1), whereas the SSUEM-UA does not need to set a cut-off threshold. A larger threshold generally implies less coverage for observed points (CR), larger asymmetry (S and Ts), but narrower band-width (B and RB) and higher NSCE. PSUEM-UA approach is robust in generating thin bands (B and RB) and a small deviation amplitude (D and RD) but powerless in generating a coverage ratio (CR) compared with GLUE. Compared with GLUE and PSUEM-UA, results of the SSUEM-UA approach are different in terms of the fact that it generates the smallest coverage (CR) and least band-width (B and RB).
are different in terms of the fact that it generates the smallest coverage (CR) and least band-width ($B$ and $RB$).

Figure 3. Time-continuous 95% confidence intervals simulated respectively by (a) GLUE, (b) PSCEM-UA and (c) SSCEM-UA approaches at threshold $= 0.5$ and $0.8$ during the period 1983–1987.
Table 5. The values of uncertainty measures generated by GLUE, PSCEM-UA and SSCEM-UA at different thresholds (shorten as \( Th \)).

<table>
<thead>
<tr>
<th>Methods</th>
<th>( Th )</th>
<th>( CR )</th>
<th>( B )</th>
<th>( RB )</th>
<th>( S )</th>
<th>( Ts )</th>
<th>( D )</th>
<th>( Dq )</th>
<th>( RD )</th>
<th>( RDq )</th>
<th>( NSCE )</th>
</tr>
</thead>
<tbody>
<tr>
<td>GLUE</td>
<td>0.7</td>
<td>0.75</td>
<td>46.70</td>
<td>2.43</td>
<td>0.74</td>
<td>0.92</td>
<td>16.04</td>
<td>0.83</td>
<td>16.26</td>
<td>0.85</td>
<td>0.81</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>0.88</td>
<td>59.54</td>
<td>3.03</td>
<td>0.69</td>
<td>0.80</td>
<td>17.02</td>
<td>0.91</td>
<td>16.09</td>
<td>0.77</td>
<td>0.78</td>
</tr>
<tr>
<td></td>
<td>0.1</td>
<td>0.90</td>
<td>73.18</td>
<td>3.76</td>
<td>0.69</td>
<td>0.77</td>
<td>20.09</td>
<td>1.16</td>
<td>16.45</td>
<td>0.74</td>
<td>0.77</td>
</tr>
<tr>
<td></td>
<td>0.7</td>
<td>0.47</td>
<td>37.43</td>
<td>1.53</td>
<td>0.89</td>
<td>3.39</td>
<td>16.64</td>
<td>0.86</td>
<td>18.01</td>
<td>0.87</td>
<td>0.80</td>
</tr>
<tr>
<td>PSCEM-UA</td>
<td>0.5</td>
<td>0.61</td>
<td>45.98</td>
<td>2.01</td>
<td>0.81</td>
<td>1.39</td>
<td>16.89</td>
<td>0.84</td>
<td>18.04</td>
<td>0.87</td>
<td>0.79</td>
</tr>
<tr>
<td></td>
<td>0.1</td>
<td>0.61</td>
<td>48.01</td>
<td>2.04</td>
<td>0.83</td>
<td>1.41</td>
<td>17.37</td>
<td>0.86</td>
<td>18.05</td>
<td>0.87</td>
<td>0.79</td>
</tr>
<tr>
<td>SSCEM-UA</td>
<td>-</td>
<td>0.29</td>
<td>7.09</td>
<td>0.65</td>
<td>1.98</td>
<td>2.41</td>
<td>12.95</td>
<td>0.67</td>
<td>12.88</td>
<td>0.66</td>
<td>0.87</td>
</tr>
</tbody>
</table>

3.2. Application of The Framework in Case Studies

Two cases with increasing matrix complexity in terms of dimensions and sizes are studied. Case 1: This case aims to identify a feasible threshold value in the GLUE approach. The framework is conducted in detail by three steps including measure identification, weight assignment and index construction. Case 2: This case aims to evaluate the performance of uncertainty analysis approaches. The complexity further increases with increased measure number and different confidence levels.

3.2.1. Identify Feasible Threshold Value in GLUE Approach (Case 1)

Figure 3 and Table 5 clearly show that the cut-off threshold influences the features of uncertainty intervals. The cut-off threshold is not treated as a parameter participating in the procedure of uncertainty assessment but an algorithmic parameter of the GLUE approach which needs to be pre-set before uncertainty assessment. Actually, algorithmic parameters of this kind extensively exist in a range of statistical or environmental models. How to identify the feasible values of these algorithmic parameters has not been addressed so far, motivating us to conduct this case study.

- Measure Identification

All uncertainty measures describing the uncertainty intervals generated by GLUE approach at different cut-off thresholds are computed. Measures \( CR \) and \( NSCE \) are regarded as positive measures and the remaining as negative measures. Store these measures into a decision matrix and normalize the matrix according to Equations (3) and (4). The original correlation coefficient matrix is presented in Table 6a, which is used to select behavioral or contributing measures for constructing the composite index \( CUI \).

Five behavioral measures (\( CR \), \( RB \), \( D \), \( Dq \) and \( RDq \)) are finally picked out based on a pre-defined \( RT = 0.8 \) using the method described in Section 2.1. The final correlation coefficient matrix (Table 6b) shows that these selected measures are not highly correlated in terms of the fact that the correlation coefficients are lower than RT. Actually, the majority (80%) of the correlation coefficients are smaller than 0.6. The normalized matrix of behavioral measures (objective information matrix) at different cut-off thresholds is presented in Table 6c.
Table 6. (a) Correlation coefficient matrix calculated between every two uncertainty measures.

<table>
<thead>
<tr>
<th>Measures</th>
<th>CR</th>
<th>B</th>
<th>RB</th>
<th>S</th>
<th>Ts</th>
<th>D</th>
<th>RD</th>
<th>Dq</th>
<th>RDq</th>
<th>NSCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>CR</td>
<td>1.000</td>
<td>−0.970</td>
<td>−0.949</td>
<td>−0.967</td>
<td>−0.986</td>
<td>−0.541</td>
<td>−0.753</td>
<td>0.676</td>
<td>0.597</td>
<td>−0.897</td>
</tr>
<tr>
<td>B</td>
<td>−0.970</td>
<td>1.000</td>
<td>0.996</td>
<td>0.894</td>
<td>0.934</td>
<td>0.727</td>
<td>0.889</td>
<td>−0.494</td>
<td>−0.699</td>
<td>0.965</td>
</tr>
<tr>
<td>RB</td>
<td>−0.949</td>
<td>0.996</td>
<td>1.000</td>
<td>0.856</td>
<td>0.903</td>
<td>0.775</td>
<td>0.922</td>
<td>−0.445</td>
<td>−0.746</td>
<td>0.977</td>
</tr>
<tr>
<td>S</td>
<td>−0.967</td>
<td>0.894</td>
<td>0.856</td>
<td>1.000</td>
<td>0.995</td>
<td>0.351</td>
<td>0.599</td>
<td>−0.764</td>
<td>−0.381</td>
<td>0.763</td>
</tr>
<tr>
<td>Ts</td>
<td>−0.986</td>
<td>0.934</td>
<td>0.903</td>
<td>0.995</td>
<td>1.000</td>
<td>0.441</td>
<td>0.674</td>
<td>−0.720</td>
<td>−0.462</td>
<td>0.824</td>
</tr>
<tr>
<td>D</td>
<td>−0.541</td>
<td>0.727</td>
<td>0.775</td>
<td>0.351</td>
<td>0.441</td>
<td>1.000</td>
<td>0.957</td>
<td>0.194</td>
<td>−0.800</td>
<td>0.835</td>
</tr>
<tr>
<td>Rd</td>
<td>−0.753</td>
<td>0.889</td>
<td>0.922</td>
<td>0.599</td>
<td>0.674</td>
<td>0.957</td>
<td>1.000</td>
<td>−0.084</td>
<td>−0.817</td>
<td>0.940</td>
</tr>
<tr>
<td>Dq</td>
<td>0.676</td>
<td>−0.494</td>
<td>−0.445</td>
<td>−0.764</td>
<td>−0.720</td>
<td>0.194</td>
<td>0.084</td>
<td>1.000</td>
<td>0.169</td>
<td>−0.351</td>
</tr>
<tr>
<td>RDq</td>
<td>0.597</td>
<td>−0.699</td>
<td>−0.746</td>
<td>−0.381</td>
<td>−0.462</td>
<td>−0.800</td>
<td>0.194</td>
<td>1.000</td>
<td>0.169</td>
<td>−0.839</td>
</tr>
<tr>
<td>NSCE</td>
<td>−0.897</td>
<td>0.965</td>
<td>0.977</td>
<td>0.763</td>
<td>0.824</td>
<td>0.835</td>
<td>0.940</td>
<td>−0.351</td>
<td>−0.839</td>
<td>1.000</td>
</tr>
</tbody>
</table>

(b) Correlation coefficient matrix of the selected measures.

<table>
<thead>
<tr>
<th>Measures</th>
<th>CR</th>
<th>RB</th>
<th>D</th>
<th>Dq</th>
<th>RDq</th>
</tr>
</thead>
<tbody>
<tr>
<td>CR</td>
<td>1.000</td>
<td>−0.949</td>
<td>−0.541</td>
<td>0.676</td>
<td>0.597</td>
</tr>
<tr>
<td>RB</td>
<td>−0.949</td>
<td>1.000</td>
<td>0.775</td>
<td>−0.445</td>
<td>−0.746</td>
</tr>
<tr>
<td>D</td>
<td>−0.541</td>
<td>0.775</td>
<td>1.000</td>
<td>0.194</td>
<td>−0.800</td>
</tr>
<tr>
<td>Dq</td>
<td>0.676</td>
<td>−0.445</td>
<td>0.194</td>
<td>1.000</td>
<td>0.169</td>
</tr>
<tr>
<td>RDq</td>
<td>0.597</td>
<td>−0.746</td>
<td>−0.800</td>
<td>0.169</td>
<td>1.000</td>
</tr>
</tbody>
</table>

(c) Normalized measure matrix of the selected measures.

<table>
<thead>
<tr>
<th>Thresholds (Th)</th>
<th>CR</th>
<th>RB</th>
<th>D</th>
<th>Dq</th>
</tr>
</thead>
<tbody>
<tr>
<td>Th = 0.8</td>
<td>0</td>
<td>1.000</td>
<td>0.849</td>
<td>0</td>
</tr>
<tr>
<td>Th = 0.7</td>
<td>0.652</td>
<td>0.562</td>
<td>1.000</td>
<td>0.718</td>
</tr>
<tr>
<td>Th = 0.6</td>
<td>0.853</td>
<td>0.374</td>
<td>0.838</td>
<td>0.775</td>
</tr>
<tr>
<td>Th = 0.5</td>
<td>0.939</td>
<td>0.319</td>
<td>0.789</td>
<td>0.913</td>
</tr>
<tr>
<td>Th = 0.4</td>
<td>0.975</td>
<td>0.212</td>
<td>0.633</td>
<td>1.000</td>
</tr>
<tr>
<td>Th = 0.3</td>
<td>0.984</td>
<td>0.133</td>
<td>0.481</td>
<td>0.896</td>
</tr>
<tr>
<td>Th = 0.2</td>
<td>0.997</td>
<td>0.066</td>
<td>0.323</td>
<td>0.779</td>
</tr>
<tr>
<td>Th = 0.1</td>
<td>0.998</td>
<td>0.020</td>
<td>0.124</td>
<td>0.502</td>
</tr>
<tr>
<td>Th = 0</td>
<td>1.000</td>
<td>0</td>
<td>0</td>
<td>0.290</td>
</tr>
</tbody>
</table>

- **Weight Assignment**

Single weighting approaches (seven approaches including the SD, VR, EM, WLSO, CRITIC, WLSS and G1 approaches) and the assembly of approaches using HWA algorithm (Figure 4a) are applied for weight calculation. Weights by objective weighting approaches (WLSO, SD, VR, EM, and CRITIC) can be directly calculated using Equations (7)–(11).

Regarding the G1 rules (listed in Table 2b), it is assumed to follow the principle that: expectation is slightly more important (1.2) than band-width; band-width is slightly more important (assign a value 1.3) than coverage; coverage is more important (1.4) than deviation amplitude; and deviation amplitude is slightly more important (assign a value 1.3) than symmetry. Relative measures are slightly more important (assign a value 1.1) than common ones. Therefore, the G1 weights are achieved as shown in Table 7. The weights of contributing measures (Table 6c) picked out from Table 7 are exactly the G1 weights being normalized (shown in Figure 4a). As for the WLSS method, the relative importance follows the same order as the G1 approach but is assessed according to AHP rules in Table 2a. The subjective matrix of WLSS for the measures (CR, RB, D, Dq and RDq) is therefore assessed to be:

\[
A = \begin{bmatrix}
1 & 3 & 2 & 1/6 & 1/6 \\
1/3 & 1 & 1/2 & 1/9 & 1/9 \\
1/2 & 2 & 1 & 1/6 & 1/6 \\
6 & 9 & 6 & 1 & 1 \\
6 & 9 & 6 & 1 & 1
\end{bmatrix}
\]
Table 7. Weights by G1 approach assessed according to the G1 relative importance standard.

<table>
<thead>
<tr>
<th></th>
<th>CR</th>
<th>B</th>
<th>RB</th>
<th>S</th>
<th>Ts</th>
<th>D</th>
<th>RD</th>
<th>Dq</th>
<th>RDq</th>
<th>NSCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>G1 weights</td>
<td>0.085</td>
<td>0.110</td>
<td>0.121</td>
<td>0.042</td>
<td>0.042</td>
<td>0.055</td>
<td>0.061</td>
<td>0.146</td>
<td>0.160</td>
<td>0.176</td>
</tr>
</tbody>
</table>

The weights by all approaches are displayed in Figure 4a. If not otherwise specified, the HWA approach refers to the assembly of all seven weighting approaches. It can be seen that SD and VR methods tend to generate even weights, while EM and WLSO generally obtain the most significant weights (about 0.4) for measure Ts. On the other hand, Ts by subjective approaches (WLSS and G1) are assigned values less than 0.4, and the measures presenting the expectation (Dq and RDq) are assigned with the large weights. The weights by HWA are neither too large nor too small, which range from 0.1 to 0.26.
The composite measure $CUI$ characterizing the uncertainty interval generated by the GLUE method at different thresholds is constructed:

$$CUI = w_1 \times CR + w_2 \times Ts + w_3 \times D + w_4 \times Dq + w_5 \times RQq$$

The $CUI$s weighted by different approaches are plotted in Figure 4b. Thresholds at horizontal axis are cut-off thresholds in GLUE. It shows that different approaches generate $CUI$ curves with different patterns. The $CUI$s by subjective approaches (WLSS and G1) peak at Threshold = 0.4 while by objective approaches (SD, VR, EM, WLSO and CRITIC) peak at Threshold = 0, 0.3 or 0.4. The $CUI$s by HWA tend to obtain a balanced changing behavior, combining the subjective and objective ones. A proper threshold for GLUE can be obtained based on $CUI$. Larger $CUI$ corresponds to a more proper cut-off threshold. HWA $CUI$s at a cut-off threshold between 0.3 and 0.4 are higher than that at other thresholds, therefore a cut-off threshold between 0.3 and 0.4 is proper in GLUE in this case.

The upper and lower boundaries of $CUI$s weighted by HWA are shown in Figure 4b. The boundaries of shadows generally show similar variation patterns with HWA $CUI$s (denoted as red point line). With the availability of additional subjective or statistical information (namely the incorporation of new weighing approaches into the HWA approach), the ranges of shadows are rapidly reduced. The ranges of Area5 are thinner than that of Area3. The shadow area turns into the red point line of HWA $CUI$s when all weighting approaches are incorporated.

On the other hand, the shadow area could also characterize the sensitivity of weight assignments (or weighting approaches) to threshold. Large bandwidth implies a significant sensitivity of the selection of weighting approaches. In this case, large bandwidth could be found at the end of high and low thresholds while a slight narrowing occurs in the low threshold section.

### 3.2.2. Comparisons of Different Uncertainty Analysis Approaches (Case 2)

The number of events and measures increase when considering both the confidence levels and uncertainty analysis approaches, further complicating the decision matrix. The confidence levels of
95%, 90%, 85%, 80% and 75%, each level with 10 measures (Table 5), are involved in this case study, leading to a total of 50 measures. The number of contributing measures is quickly reduced to six through conducting the measure identification approach proposed in Section 2.1. D of 95% level, CR of 90% level, D of 85% level, S of 80% level, NSCE of 80% level and RB of 75% level are picked out. The six contributing measures are weighted using different approaches (Figure 5a). The CUIs weighted by the HWA approach using different uncertainty analysis approaches (GLUE, PSCEM and SSCEM-UA) are plotted in Figure 5b.

In Figure 5a, SD and VR methods yield even weights for all measures while subjective methods (WLSS and G1) give the largest weights (>0.35) to an NSCE of 80% level. The weights by HWA method range from 0.05 to 0.3, which is a balance amongst all weighting methods. Figure 5b shows the CUI values using GLUE and PSCEM-UA at different thresholds and SSCEM-UA without threshold. The CUI by the GLUE method increases at low and middle thresholds, peaks at 0.7, and decreases when threshold > 0.7. The CUI by PSCEM-UA method increases slightly when the threshold changes from 0.3 to 0.6 while sharply when threshold > 0.6. GLUE performs better than PSCEM-UA when the threshold is 0.6 and 0.7, whereas it performs worse when the threshold is less than 0.5 or larger than 0.7. It can be noted that CUI by SSCEM-UA method has only one value (0.65) in Figure 5b. The reason is that the method is conducted without pre-setting a threshold.

![Figure 5](image_url)

**Figure 5.** (a) Bar plots of weights assigned by different weighting approaches; (b) CUIs by HWA weighting approach using different uncertainty analysis approaches (GLUE and PSCEM-UA at different thresholds, and SSCEM-UA without threshold).

4. Discussion

Theoretically, an ideal uncertainty interval of simulation should be characterized by the thinnest band-width, largest coverage ratio, smallest deviation amplitude, best symmetry, and good agreement of expectations with observations. A single measure, therefore, cannot describe the uncertainty interval adequately. However, joint analysis for multiple measures always bring conflicts. Figure 3 shows that larger cut-off thresholds always correspond to a smaller band-width but a lower coverage ratio and symmetry, which is consistent with the results by Xiong et al. [20]. An individual measure could hardly act as the reference to distinguish which approach or threshold is better. A suitable cut-off threshold should balance different properties of the interval, which is called a trade-off among the uncertainty measures. The construction of the CUI in this work is an attempt to solve this problem.

It is found in Table 1 that some measures are used to describe a similar property of uncertainty interval, which may lead to information overlap. Therefore, a step of selecting behavioral measures is developed in Section 2.1 where highly correlated measures are excluded. Case 1 selected five behavioral measures amongst 10 measures and case 2 selected 6 amongst 50. The correlation coefficients between
each two of the behavioral measures are low, successfully reducing information overlap. On the other hand, the measure identification approach is especially practical and convenient when encountering the occasion of an extremely large measure number where artificial identification is impossible (e.g., case 2 has 50 measures).

In the weight assignment step, case studies show that the HWA approach leads to a balance of each weight in terms of the fact that no too large or small weight could be observed (Figure 4). It could be explained by the hierarchical assembling procedure of the HWA method. Firstly, the multiplying and then extracting procedure (namely intra-class integration) effectively weakens the strengthening measures of some approaches and strengthens the weak measures of other approaches. Secondly, the mixing of both subjective and objective information supported by the difference coefficients (namely inter-class integration) could also fix the weight into a more balanced value.

The weighting approaches focus on different features of the information matrix, leading to diverse weights and different CUIs (Figure 4b). The influence from subjective weight assignment may be positive or negative, which is unavoidable. The HWA is not aiming at avoiding the influence from weight, but merging the features of different weighting approaches, so as to obtain a set of reasonable weights. Through a hierarchical ensemble of different weighting approaches, which extract different parts of information from the subjective and objective matrix, the HWA method could essentially characterize multiple properties of the information matrix. In this way, it is more synthetic and progressive theoretically. Moreover, the changing behaviors of shadow areas in Figure 4b suggest that the shape of HWA CUIs is not yielded by accident but the corollary induced by the synthetic of massive subjective and statistical information.

Figure 4b in case 1 shows that HWA CUIs at a cut-off threshold between 0.3 and 0.4 are higher than that at other thresholds. It indicates that the confidence interval at a threshold between 0.3 and 0.4 is more qualified. Therefore, a threshold between 0.3 and 0.4 can be per-set in the GLUE approach for case 1. Figure 5b in case 2 shows that CUI values by SSCEM-UA approach is larger than those by GLUE and PSCEM-UA approaches. It indicates a better assessment of the uncertainty intervals by SSCEM-UA, which could theoretically explain why most experts subjectively prefer standard Bayesian approaches to the pseudo-Bayesian approaches or GLUE approach \[69,70\]. On the other hand, the performances of GLUE and PSCEM-UA methods depends on the value of cut-off threshold, as GLUE is superior to PSCEM-UA at a threshold of 0.6 and 0.7 while inferior at other thresholds. The two cases indicate that CUI could serve as a criterion for identifying which cut-off threshold or uncertainty analysis method is better, providing a promising insight for similar uncertainty analysis of other statistical or environmental modeling.

Regardless of the kinds of uncertainty or uncertainty analysis approaches, the framework is able to be derived as long as the uncertainty interval is provided. Output of the framework is a composite index, which has a comparable form that can be used for the performance comparison of different uncertainty analysis approaches, the identification of thresholds in GLUE and PSCEM-UA method and so on.

5. Conclusions

A series of uncertainty measures or indices are generally used to describe the prediction bound and serve as the criterion for comparing the uncertainty intervals generated from different assessment approaches. However, an individual measure just represents part of the properties of the interval. Joint analysis using a range of measures does help to better represent the properties, but generally suffers an unavoidable conflict amongst measures. Hence, it is urgently needed to construct a composite measure for describing complex properties of the uncertainty interval and serving as criterion for the comparison of uncertainty intervals. In this work, the CUI is a composite measure that can address the above problem.

The CUI is constructed through a framework that includes measure identification, weight assignment and index construction. In the weight assignment part, a hierarchical weight assembly
(HWA) method incorporating both the intra-class and inter-class weights is developed, which is conducted based on various properties of uncertainty measures and weighting methods. The framework and CUI are demonstrated by two case studies. In case 1, the weights by HWA are neither too large nor too small, which are a set of balanced values that can comprehensively merge the merits of different measures. The HWA approach is superior to other single weighting approaches both practically and theoretically. On the other hand, CUI can be used to identify proper values of cut-off thresholds in the GLUE approach. CUIs by HWA show a balanced changing behavior combining the subjective and objective ones. Proper cut-off thresholds ranging from 0.3 to 0.4 are recommended in case 1. In case 2, different uncertainty analysis approaches are compared according to CUIs. GLUE performs better than PSCEM-UA when the threshold is 0.6 and 0.7, whereas it is worse when the threshold is less than 0.5 or larger than 0.7. Besides, SSCEM-UA performs better than GLUE and PSCUM-UA.

Case studies reveal that CUI is a competitive uncertainty measure. Notwithstanding the framework and the fact that CUI are only examined in an uncertainty assessment for hydrological simulation by XAJ model in this work, it has a wide application potential in uncertainty assessment for simulation by a variety of physical-based hydrological models, stochastic hydrological models, hydraulic models, and environmental models. This work provides a novel and beneficial scientific way to quantitatively assess the complex behaviors of uncertainty. Nevertheless, there are some shortcomings, such as the form of weight assembly and the application of CUI in uncertainty assessment of other kinds, which will be further studied in our future work.
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Appendix A

Appendix A.1. Weighted Least Square Method for Subjective Weighting (WLSS)

A subjective approach called the weighted least square method (WLSS) [56,57] is presented below. It is generally accepted that each of the row vectors \(d\) in matrix \(D\) can individually stand for the coefficient vector of a linear equation [56,57]. The matrix \(D\) is therefore the coefficient matrix of \(n\)-dimensional simultaneous algebraic equation set. The WLSS [56,57] defines a related matrix \(F\) with fixed elements as:

\[
f_{ii} = n - 2 + \sum_{j=1}^{m} d_{ij}^2 \quad i = 1, 2, \ldots, m \tag{A1}
\]

and

\[
f_{ij} = -(d_{ij} + d_{ji}) \quad i, j = 1, 2, \ldots, m; \quad i \neq j \tag{A2}
\]
\( F \) is a positively defined matrix in the occasion when there is at least one \( d_{ij} \neq d_{kj} \) for \( \forall i, j, k ; i, j, k \in \{1, 2, \ldots, m\} \). Consequently, the optimized solution of the equation set can be obtained by solving a constrained optimization:

\[
\text{Minimize } z = w^T F w = \sum_{i=1}^{m} \sum_{j=1}^{m} (d_{ij} w_j - w_i)^2 \quad (A3)
\]

subject to \( \sum_{i=1}^{m} w_i = 1, \forall w_i > 0 \quad (A4) \)

it is a typical linear programming (LP) problem and hence can be solved by Lagrangian method [57]. The final optimized result is:

\[
w^* = F^{-1} e / e^T F^{-1} e \quad (A5)
\]

where \( e = (1, 1, \ldots, 1)^T \).

**Appendix A.2. Weighted Least Square Method for Objective Information Matrix (WLSO)**

WLSS [56] and WLSO [57] approaches are essentially based on the same assumptions of n-dimensional simultaneous algebraic equation set [57]. Actually, slight differences exist in the construction of constrained function. A related matrix \( R \) is constructed by multiplying each element of matrix \( B \) with weight \( w_j \). The vector \( S^* = \{r^*_1, r^*_2, \ldots, r^*_m\} \) originated from matrix \( R \) is considered to be the ideal vector:

\[
r^*_i = \max(r_{1i}, r_{2i}, \ldots, r_{ni}) = \max(b_{1i} w_i, b_{2i} w_i, \ldots, b_{ni} w_i) = b^*_i w_i \quad (A6)
\]

The distance from a common vector \( S_i \) to the ideal solution \( S^* \) can be described using the square of quadratic distance:

\[
g_i = \sum_{j=1}^{m} (r^*_j - r_{ij})^2 = \sum_{j=1}^{m} (b^*_j - b_{ij})^2 w_j^2 \quad i = 1, 2, \ldots, n \quad (A7)
\]

the weights thus can be determined by optimizing the following constrained function:

Minimize

\[
\text{Minimize } z = \sum_{i=1}^{n} g_i = w^T H w \quad (A8)
\]

Subject to \( \sum_{j=1}^{m} w_j = 1, 2, \ldots, m, \)

where \( H \) is a \( m \times m \) diagonal matrix with each of its diagonal elements as:

\[
h_{jj} = \sum_{i=1}^{n} (b^*_j - b_{ij})^2 \quad j = 1, 2, \ldots, m \quad (A10)
\]

Through optimizing the linear programming (LP) problem using Lagrangian method, the WLSO weights can be obtained [57]:

\[
w^* = H^{-1} e / e^T H^{-1} e \quad (A11)
\]

where \( e = (1, 1, \ldots, 1)^T \).
Appendix A.3. Standard Deviation (SD) Method and Variance (VR) Method

The SD [59] or VR [59] method assigns weights to measures theoretically based on the contrast intensity of corresponding measures, computationally referring to the standard deviation $\sigma_i$ or variance $\sigma_i^2$ of the corresponding column vector within matrix $B$ [59].

Weights by SD method can be calculated through the formula below:

$$w_j = \sigma_j / \sum_{k=1}^{m} \sigma_k \quad j = 1, 2, \ldots, m$$  \hspace{1cm} (A12)

Weights by VR method can be obtained through the formula below:

$$w_j = \sigma_j^2 / \sum_{k=1}^{m} \sigma_k^2 \quad j = 1, 2, \ldots, m$$  \hspace{1cm} (A13)

Appendix A.4. Entropy Method (EM)

The concept of entropy was initially presented to numerically describe the density of energy in a fixed-sized space and was subsequently introduced into an information field by Shannon [60]. Supposing that $X$ is a random event, $n$ independent samples $x_1, x_2, \ldots, x_n$ are driven from $X$ with small feature probability $p_i$, where $0 \leq p_i \leq 1$, $\sum_{i=1}^{n} p_i = 1$, $i = 1, 2, \ldots, n$. Information entropy is therefore defined as:

$$H(x) = -k \sum_{i=1}^{n} p_i \ln p_i$$  \hspace{1cm} (A14)

The entropic algorithm for weight assignment proceeds with reference to the following steps [58]:

(1) The feature probability $p_{ij}$ for each element in matrix $B$ is computed as

$$p_{ij} = b_{ij} / \sum_{i=1}^{n} b_{ij} \quad j = 1, 2, \ldots, m$$  \hspace{1cm} (A15)

(2) On the basis of feature probability, entropy $e_j$ of the $j$th measure therefore can be achieved:

$$e_j = -\frac{1}{\ln n} \sum_{i=1}^{n} p_{ij} \ln p_{ij} \quad j = 1, 2, \ldots, m$$  \hspace{1cm} (A16)

where $p_{ij} \ln p_{ij} = 0$ if $p_{ij} = 0$ or $p_{ij} = 1$.

(3) Coefficient $d_j$ of the $j$th measure is:

$$d_j = 1 - e_j \quad j = 1, 2, \ldots, m$$  \hspace{1cm} (A17)

(4) Weight $w_j$ is proportional to the coefficient $d_j$:

$$w_j = d_j / \sum_{k=1}^{m} d_k \quad j = 1, 2, \ldots, m$$  \hspace{1cm} (A18)

Appendix A.5. Criteria Importance Through Inter-criteria Correlation (CRITIC) Method

Once the correlation coefficient $r_{jk}$ between measure $I_k$ and $I_j$ is calculated, the sum $\sum_{k=1}^{m} (1 - r_{jk})$ can be regarded as the measure of the conflict created by the $j$th measure with respect to the matrix
constructed by the rest of measures. Combining the conflict measure with the pre-mentioned contrast intensity, a quantified label $Z_j$ can be obtained [59,61]:

$$Z_j = \sigma_j \sum_{k=1}^{m} (1 - r_{jk}) \quad j = 1, 2, \ldots, m$$  \hspace{1cm} (A19)

The weights then can be calculated using the label:

$$w_j = \frac{Z_j}{\sum_{k=1}^{m} Z_k} \quad j = 1, 2, \ldots, m$$  \hspace{1cm} (A20)

where $\sigma_j$ is the standard deviation of the corresponding column vector within matrix $B$.
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