Forcing the Penman-Montheith Formulation with Humidity, Radiation, and Wind Speed Taken from Reanalyses, for Hydrologic Modeling
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Abstract: The Penman-Monteith reference evapotranspiration ($ET_0$) formulation was forced with humidity, radiation, and wind speed (HRW) fields simulated by four reanalyses in order to simulate hydrologic processes over six mid-sized nivo-pluvial watersheds in southern Quebec, Canada. The resulting simulated hydrologic response is comparable to an empirical $ET_0$ formulation based exclusively on air temperature. However, Penman-Montheith provides a sounder representation of the existing relations between evapotranspiration fluctuations and climate drivers. Correcting HRW fields significantly improves the hydrologic bias over the pluvial period (June to November). The latter did not translate into an increase of the hydrologic performance according to the Kling-Gupta Efficiency (KGE) metric. The suggested approach allows for the implementation of physically-based $ET_0$ formulations where HRW observations are insufficient for the calibration and validation of hydrologic models and a potential reinforcement of the confidence affecting the projection of low flow regimes and water availability.
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1. Introduction
Evapotranspiration (ET) is a key process in the representation of hydroclimatic flows and budgets. It is defined as the transfer of water vapor to the atmosphere from a surface or through plant stomata. Four main meteorological drivers determine ET fluctuations: air temperature, net radiation, humidity, and wind speed. The ET fluxes are rarely measured, and estimation approaches are affected by large uncertainties. In hydrologic modeling, ET is typically treated as a component of the water balance at the scale of a watershed. Reference evapotranspiration ($ET_0$) is estimated from available climate variables and leads to ET when considering soil water and vegetation cover conditions. Hydrologic models are sensitive to the selection of a given $ET_0$ formulation [1] since it influences their parametric configuration and consequently the yearlong hydrologic regime, including streamflow, soil water content, and snow water equivalent. This influence persists in projections forced under different radiative forcing scenarios [2]. The arguments for deciding upon which $ET_0$ formulation to use are not widely consensual [3–5]. On the one hand, empirical $ET_0$ formulations, based exclusively on air temperature, are widely used in hydrology because they are simple to evaluate and perform well in the scope of simulating river flows [6]. On the other hand, formulations integrating to various degrees air humidity, radiation, and wind speed (hereinafter referred to as HRW fields) remains limited by the amount, quality, and representativeness of the available observations.

Forcing hydrologic models with fields simulated by climate reanalyses is becoming progressively common in order to overcome the low density of meteorological observations. Works described in the
recent literature [7–13] demonstrate the capacity of reanalyses to provide consistent hydrologic responses. They may even surpass observations in some instances [9]. The quality of the resulting hydrologic response seems however strongly related to the reanalysis ability to simulate precipitation [8,14]. Downscaling simulated precipitation and correcting bias may substantially improve simulated flows, especially for watersheds presenting complex topographic features [12]. Forcing hydrologic models with reanalyses is typically limited to the use of precipitation and temperature fields and, therefore, to empirical \( ET_0 \) formulations based exclusively on air temperature.

The ability of reanalyses to simulate HRW fields and their relevance to hydrologic modeling is much less documented [15–17]. The correspondence between \( ET_0 \) values from the Penman-Montheith (PM) formulation respectively forced by in situ observations and fields taken from a reanalysis have been demonstrated over China with the European Centre for Medium-Range Weather Forecasting (ECMWF) ERA-Interim reanalysis [18] and over the Iberian Peninsula with the National Center for Environmental Prediction/National Center for Atmospheric Research (NCEP/NCAR) reanalysis [19]. Huang et al. [20] combined surface radiation and temperature from the National Aeronautics and Space Administration–Clouds and the Earth’s Radiant Energy System (NASA-CERES) and surface specific humidity from the NASA-Modern Era Retrospective-analysis for Research and Applications (MERRA) reanalysis to force the maximum-entropy-production (MEP) model of surface heat fluxes. Yao et al. [21] estimate \( ET_0 \) by forcing the PM formulation with a combination of the Global Energy and Water Cycle Experiment (GEWEX) Surface Radiation Budget dataset (SRB) and weather observations. The authors conclude that a PM-based approach provides consistent interannual trajectories relative to water budget estimates.

Sperna Weiland et al. [22] forced six \( ET_0 \) formulations on a global scale with the NCEP Climate Forecast System Reanalysis (CFSR) and CRU dataset (Climate Research Unit, University of East Anglia) and concluded that PM does not outperform simpler \( ET_0 \) formulations. They argued that their finding may be explained by the limited capacity of the source data, CRU and CFSR, to reproduce the atmospheric fields that forces the PM formulation. Jones et al. [23] demonstrated the benefit of correcting biases in ERA-Interim HRW fields. Sen Gupta and Tarboton [24] developed and applied a downscaling method for temperature, relative humidity, radiation and wind speed taken from MERRA reanalysis in order to simulate the snowpack at 173 sites across the United States. None of the above focused on the hydrologic response at the watershed scale. Essou et al. [25] combined precipitation and temperature observations with supplemental fields from ERA-Interim, CFSR, and MERRA reanalyses for hydrologic modeling. They compared the weighted-average of the meteorological sources and of the hydrologic response. They found that both methods improve the hydrologic response of a large number of watersheds spread across the United States and Canada. Lauri et al. [11] demonstrated the interest of combining temperature simulated by CFSR with precipitation observation for simulating the Mekong streamflow.

The work described in this study aims to answer the following question: are humidity, radiation, and wind speed (HRW fields), as simulated by reanalyses, functional surrogates to observations in providing a consistent, physically-based, simulated hydrologic response. The Penman-Montheith formulation is forced by a combination of interpolated temperature and precipitation observations and HRW fields taken from four state-of-the-art reanalyses. The resulting hydrologic responses (simulated streamflow and state variables, here focusing on evapotranspiration) are evaluated and compared to a temperature-based \( ET_0 \) formulation. The study also evaluates the impact of reanalyses biases on the simulated hydrologic response and explores a calibration-based (observation-free) correction of the forcing HRW fields.

The suggested approach allows a pragmatic solution to simulate hydrologic processes over a watershed using a more physically-based \( ET_0 \) formulation even where HRW observations are insufficient or absent. Without formally exploring this idea, Auerbach et al. [7] suggested exploiting the HRW fields from the CFSR reanalysis in order to simulate hydrologic processes on more mechanistic grounds. Considering the climate change-driven increase of the air temperature and modification of
the HRW fields, we believe the usage of a physically-based ET$_0$ formulation, even partially forced by reanalyses, supports the construction of more reliable streamflow projections at the catchment scale.

2. Domain, Data, and Methodology

2.1. Domain

The analysis is conducted over six intermediate-size catchments (512 to 761 km$^2$) located in the Province of Quebec, Canada, between latitudes 45° N and 48° N and longitudes −69° E and −75° E (Q1 to Q6, Figure 1). Monthly air temperature fluctuates from −13 °C (January) to 20 °C (July) and yearly precipitation, from 1000 mm to 1200 mm. Daily relative humidity remains somehow constant throughout summer and fall (~80%) but declines in April and May (~60%). Daily downwelling shortwave radiation (site R1) peaks in June (5500 W/m$^2$) and plummets in December (1000 W/m$^2$). Daily wind speed is fairly constant from November to March (up to 3 m/s) but lowers throughout summer (2 m/s). All sites are categorized as mixed nivo-pluvial hydrologic regime characterized by an important spring freshet and autumnal highs. Streamflow typically peaks in April when the snowpack melts. A second but lesser peak follows lower autumnal evapotranspiration and intensification of synoptic precipitations. Low flows dominate winter and are common in summer because of the accumulation of the snowfall and of maximum evapotranspiration, respectively. All basins are characterized by moderate slopes (4.1%–13.4%). Forest is the dominant land use (59%–83%) while sites Q3 and Q5 present a significant portion of agricultural and urbanized lands (32% and 35%, respectively). All flows are quite free from the upstream influence of the dam operations, with DOR values (“degree of regulation”) not exceeding 8% for all basins [26].

2.2. Data

Daily hydrometric observations are provided by the Quebec hydrometric network and daily precipitation and temperature observations, from Quebec Climate Monitoring Program. Precipitation and temperature observations are interpolated by kriging on a 0.1-degree grid. Relative humidity and wind speed observations are extracted from the closest Environment and Climate Change Canada weather stations (sites M1 to M5, Figure 1, Table 1). The distance to the corresponding hydrometric station ranges from 6.4 to 49.2 km. Short wave radiation and latent heat flux observations are extracted respectively at Black Spruce/Jack Pine site (R1, 49.27° N and −74.04° E) and Forêt Montmorency (R2, 47.27° N and −71.12° E) experimental sites. R1 is located further north, the distance to sites Q1 to Q6

![Figure 1. Location of the outlet of the six catchments (circles) and of the nearest meteorological stations (triangles and squares) from which humidity, radiation and wind speed observations are extracted.](image-url)
varies from 304 to 458 km. Data are available from 2005 to 2009 at site R1 and from 2016 to 2018 at site R2.

Table 1. Description of hydrometric stations.

<table>
<thead>
<tr>
<th>Site</th>
<th>Latitude (°N)</th>
<th>Longitude (°E)</th>
<th>Area (km²)</th>
<th>Forest Land Use (%)</th>
<th>Slope (%)</th>
<th>Corresponding Meteorological Station</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1</td>
<td>47.6</td>
<td>−69.7</td>
<td>512</td>
<td>77</td>
<td>5.9</td>
<td>M1</td>
</tr>
<tr>
<td>Q2</td>
<td>46.2</td>
<td>−70.6</td>
<td>695</td>
<td>75</td>
<td>4.1</td>
<td>M2</td>
</tr>
<tr>
<td>Q3</td>
<td>45.8</td>
<td>−72.0</td>
<td>549</td>
<td>60</td>
<td>5.8</td>
<td>M3</td>
</tr>
<tr>
<td>Q4</td>
<td>45.6</td>
<td>−71.4</td>
<td>736</td>
<td>79</td>
<td>7.9</td>
<td>M3</td>
</tr>
<tr>
<td>Q5</td>
<td>45.9</td>
<td>−73.5</td>
<td>633</td>
<td>59</td>
<td>6.4</td>
<td>M4</td>
</tr>
<tr>
<td>Q6</td>
<td>46.6</td>
<td>−73.2</td>
<td>761</td>
<td>83</td>
<td>13.4</td>
<td>M5</td>
</tr>
</tbody>
</table>

Preprocessing is applied to the relative humidity, downwelling shortwave radiation, and wind speed (the HRW fields) taken from CFSR [27], MERRA-2 [28], ERA-Interim [29], and the Japanese 55-year atmospheric reanalysis (JRA-55 [30,31]) reanalyses. Experimenting numerous forcing data sets allows the evaluation of the sensitivity of the simulated hydrological response to reanalyses biases. Simulated HRW fields are combined to precipitation and temperature observations for two reasons. First, to circumvent the documented impact of large biases affecting precipitation taken from reanalyses on the simulated hydrological response (see Introduction). Second, precipitation and temperature observations are readily available at the regional scale to force hydrological models on numerous catchments, which is rarely the case for HRW fields. Reanalyses data units are harmonized and integrated into a daily time step. The average daily wind speed is the vector average of the North-South and East-West components. MERRA-2 and JRA-55 relative humidity values are calculated from the air and dew point temperatures using the following formulation:

\[
RH = 100 \times 10^\left[\frac{T_{dw}}{T_{dw}-T_\text{air}}\right]
\]

where \( RH \) is the relative humidity (%), \( T_{dw} \), dew point temperature (°C), \( T_\text{air} \), air temperature (°C), \( m \) (–) and \( T_\alpha \) (°C), empirical constants for specific temperature ranges.

2.3. Hydrologic Modeling Setup

Table 2 summarizes the hydrologic modeling setup designed for this study. The Richards-9.02.00 version of the physically-based distributed hydrologic model WaSim-ETH [32–34] is implemented over the six catchments described in Section 2.1. The river network is generated from a burned 50-m resolution digital elevation model, resampled to 500 m and manually corrected for each catchment. Land use is extracted from various sources provided by local agencies. Reference evapotranspiration (\( ET_0 \)) is evaluated on the Penman-Montheith (PM) formulation [35]:

\[
\Lambda E = \frac{\Delta (R_n - G) + \rho_a c_p \left( \frac{e_s - e_a}{r_s} \right)}{\Delta + \gamma \left( 1 + \frac{1}{r_a} \right)}
\]

where \( \Lambda \) is the latent vaporization heat (KJ·Kg\(^{-1}\)), \( E \), the latent heat flux (Kg·m\(^{-2}\)), \( R_n \), net radiation (Wh·m\(^{-2}\)), \( G \), soil heat flux (Wh·m\(^{-2}\)), \( (e_s - e_a) \), vapour pressure deficit of the air (hPa), \( \rho_a \), mean air density at constant pressure (Kg·m\(^{-3}\)), \( c_p \), specific heat of the air (KJ·(Kg·K)\(^{-1}\)), \( \Delta \), tangent of the saturated vapor pressure curve (hPa·K\(^{-1}\)), \( \gamma \), psychrometric constant (hPa·K\(^{-1}\)), \( r_s \) and \( r_a \), surface and aerodynamic resistances (s·m\(^{-1}\)).
The PM formulation is forced by observed temperature and humidity, radiation, and wind speed time series taken from reanalyses (Section 2.2) and compared in Sections 3.2 and 3.3 to the Hamon empirical temperature-based formulation:

$$E_0 = 0.1651 \times f_i \times \frac{h_d}{12} \times 216.6 \times \frac{e_s}{T + 273.3}$$ (3)

where $f_i$ is an empirical correction factor (-), $h_d$, day length (h), and $e_s$, the saturation vapor pressure at temperature $T$ (hPa).

Solid precipitations are corrected according to Equation (4) using a threshold temperature:

$$P_{cor} = a_s \times P \quad T < T_{tr}$$ (4)

where $P_{cor}$ is the corrected solid precipitation (mm), $a_s$, a correction parameter (-), and $T_{tr}$, a threshold temperature for snow/rain transition (°C).

Snowmelt is simulated using a temperature-index degree-day method:

$$M = c_0(T - T_m) \times \frac{\Delta t}{24}$$ (5)

where $M$ is the melting rate (mm·day$^{-1}$), $c_0$, a temperature dependent melt factor (mm·°C$^{-1}$·day$^{-1}$), $T_m$, the temperature limit for snow melt (°C), and $\Delta t$, the simulation time step (24 h).

Vertical fluxes within the unsaturated zone are based on the Richards equation applied to a 10-m deep column composed of 30 numeric layers. An empirical fraction determines the portion of snow melt taken as surface runoff, considering sufficient snow cover on the ground:

$$Q_s = Q_{snow} \times QD_{snow}$$ (6)

where $Q_s$ is the surface runoff (mm), $Q_{snow}$ snow melt (mm), and $QD_{snow}$, a fraction of $Q_s$ on $Q_{snow}$ (-).

Soil textures (percentages of clay, silt, and sand) originate from Shangguan et al. [36], while transient soil hydraulic properties follow Van Genuchten equations. Interflow is generated at soil layer boundaries considering slope and hydraulic conductivity:

$$Q_h = k_s(\theta_m) \times \Delta z \times d_r \tan(\beta)$$ (7)

where $Q_h$ is the interflow (ms$^{-1}$), $k_s$, the saturated hydraulic conductivity (ms$^{-1}$), $\theta_m$, the soil water content in layer $m$ (-), $\Delta z$, layer thickness (m), $d_r$, a scaling parameter to consider river density (m$^{-1}$), and $\beta$, the local slope angle (°).

Both surface runoff and interflow are delayed using recession constants:

$$Q_{s,i} = Q_{s,i-1} \times e^{-\Delta t/k_s} + Q_s \times \left(1 - e^{-\Delta t/k_s}\right)$$

$$Q_{h,i} = Q_{h,i-1} \times e^{-\Delta t/k_h} + Q_h \times \left(1 - e^{-\Delta t/k_h}\right)$$ (9)

where $Q_{s,i}$ and $Q_{h,i}$ are delayed surface runoff and interflow at time step $i$ (mm), $Q_s$ and $Q_h$, surface runoff and interflow at time step $i$ (mm), $\Delta t$, time step (h), $k_s$ and $k_h$, recession constants (h).

Table 2 also identifies WaSim-ETH’s free-parameters and the associated ranges of values assigned for calibration. Concordance of available data allows simulation over 31 years, from 1979 to 2009. Calibration is performed from 1980 to 1989 and validation, from 1990 to 2009. Each simulation is allowed an additional year for burning the model. The Pareto archived dynamically dimensioned search (PA-DDS, [37]) is used with 500 iterations to identify optimal parameter sets. A seasonal variant of Kling-Gupta-Efficiency criteria (KGE, [38]) acts as the multi-criteria objective function (OF):

$$OF = \left[KGE_{DJFMAM}; KGE_{JJASON}\right]$$ (10)
where DJFMAM refers to the period from December to May and JJASON, June to November, \( r \), the correlation coefficient between the observed and simulated values, \( \alpha \), the ratio between the standard deviations, and \( \beta \), the bias. All components, including KGE, target 1 as the best score.

### Table 2. Hydrologic modeling setup.

<table>
<thead>
<tr>
<th>Hydrologic Process</th>
<th>Description</th>
<th>Climate Input Data</th>
<th>Free Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>( ET_0 )</td>
<td>Penman-Monteith</td>
<td>Temperature Humidity Radiation Wind speed</td>
<td>none</td>
</tr>
<tr>
<td>Precipitation correction</td>
<td>Separation liquid/solid precipitation</td>
<td>Temperature Precipitation</td>
<td>( f_i \ [0.5;2] )</td>
</tr>
<tr>
<td>Snow melt</td>
<td>T-Index degree day method</td>
<td>Temperature</td>
<td>( T_{ir} [-0.5;0.5] ); ( a_t [1;1.5] )</td>
</tr>
<tr>
<td>Unsaturated zone fluxes</td>
<td>Surface runoff generation</td>
<td>None</td>
<td>( QD_{snw} [0;1] )</td>
</tr>
<tr>
<td></td>
<td>Interflow generation</td>
<td>None</td>
<td>( d_r [1;100] )</td>
</tr>
<tr>
<td>Discharge routing</td>
<td>Surface and interflow flow recession</td>
<td>None</td>
<td>( k_s [1;100] ); ( k_h [1;150] )</td>
</tr>
</tbody>
</table>

#### 2.4. Correction of Simulated HRW Fields

In order to improve hydrologic performance, a calibration-based correction is applied to the simulated HRW fields such as:

\[
H' = H_s + C_{H,S} \]

\[
R' = R_s \times C_{R,S} \]

\[
W' = W_s \times C_{W,S} \]

where \( C_{HRW,S} \) are seasonal correction factors (DJFMAM vs. JJASON, additive for \( H \) and multiplicative for \( R \) and \( W \)), \( H' \), \( R' \) and \( W' \), corrected fields.

Figure 2 details the calibration of the seasonal correction factors concomitantly to the free-parameters of the hydrologic model. Random initial values are used. Correction is applied to the HRW fields as prescribed by Equations (12) to (14). Corrected HRW fields are combined to observed precipitations and temperature in order to force the hydrologic model simulating streamflow. The multi-criteria objective function (Equation (10)) is computed from simulated and observed streamflow values. Calibration converges iteratively toward an optimal solution producing the final calibrated streamflow. Boundaries constraining optimized values of correction factors are here fixed at \([-15\%;+15\%]\) for relative humidity and \([0.75;1.25]\) for radiation and wind speed. Corrected relative humidity is post-processed to be bounded between 0 and 1.
Wind speed performance is less uniform in terms of bias and variance. It provides, however, relatively
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Figure 2. Calibration-based correction of HRW fields taken from reanalyses. Seasonal correction factors are calibrated concomitantly to the hydrologic model according to an objective-function, the latter minimizes deviation between observed and simulated streamflow.

3. Results

3.1. Meteorological Performance Values

Table 3 presents the meteorological performance values of CFSR, MERRA-2, ERA-Interim, and JRA-55 simulation of the humidity, radiation, and wind speed observations, while mean (M) and range (R) values synthetize the performance across all four reanalyses. Performance is expressed as KGE and its $\alpha$, $\beta$ and $r$ components (Equation (11)) are evaluated from June to November between stations M1 to M5 and R1 and simulated data at the nearest grid points. All four reanalyses are more successful at simulating radiation than humidity and wind speed. Radiation performance values are mainly driven by their correlation and variance components. Humidity offers weaker correlations but good biases. Wind speed performance is less uniform in terms of bias and variance. It provides, however, relatively accurate correlations. Overall, HRW fields are quite comparable from one reanalysis to another. JRA-55 is better simulating humidity (KGE$_{JRA,H} = 0.70$) and MERRA-2, wind speed (KGE$_{MRA,W} = 0.63$). On the other hand, CFSR is less precise simulating radiation (KGE$_{CFS,R} = 0.84$).

Table 3. Meteorological performance of CFSR, MERRA-2, ERA-Interim and JRA-55 simulating humidity, radiation and wind speed observations. Performance is expressed through the Kling-Gupta efficiency metric (KGE) and its related component ($\alpha$, $\beta$ and $r$) evaluated from June to November.

<table>
<thead>
<tr>
<th></th>
<th>CFSR</th>
<th>MERRA-2</th>
<th>ERA-Interim</th>
<th>JRA-55</th>
<th>M</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Humidity</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>KGE</td>
<td>0.66</td>
<td>0.64</td>
<td>0.62</td>
<td>0.70</td>
<td>0.65</td>
<td>0.07</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>1.19</td>
<td>0.82</td>
<td>1.25</td>
<td>1.04</td>
<td>1.07</td>
<td>0.43</td>
</tr>
<tr>
<td>$\beta$</td>
<td>1.01</td>
<td>1.05</td>
<td>0.94</td>
<td>0.98</td>
<td>0.99</td>
<td>0.11</td>
</tr>
<tr>
<td>$r$</td>
<td>0.72</td>
<td>0.70</td>
<td>0.73</td>
<td>0.71</td>
<td>0.71</td>
<td>0.02</td>
</tr>
<tr>
<td><strong>Radiation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>KGE</td>
<td>0.84</td>
<td>0.90</td>
<td>0.89</td>
<td>0.88</td>
<td>0.88</td>
<td>0.06</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>1.03</td>
<td>0.98</td>
<td>0.96</td>
<td>0.96</td>
<td>0.98</td>
<td>0.07</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.92</td>
<td>1.07</td>
<td>1.07</td>
<td>1.09</td>
<td>1.04</td>
<td>0.17</td>
</tr>
<tr>
<td>$r$</td>
<td>0.87</td>
<td>0.93</td>
<td>0.93</td>
<td>0.93</td>
<td>0.91</td>
<td>0.06</td>
</tr>
<tr>
<td><strong>Wind speed</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>KGE</td>
<td>0.40</td>
<td>0.63</td>
<td>0.43</td>
<td>0.44</td>
<td>0.48</td>
<td>0.23</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>1.47</td>
<td>0.74</td>
<td>1.35</td>
<td>0.62</td>
<td>1.05</td>
<td>0.84</td>
</tr>
<tr>
<td>$\beta$</td>
<td>1.26</td>
<td>0.87</td>
<td>1.36</td>
<td>0.67</td>
<td>1.04</td>
<td>0.69</td>
</tr>
<tr>
<td>$r$</td>
<td>0.77</td>
<td>0.82</td>
<td>0.77</td>
<td>0.79</td>
<td>0.79</td>
<td>0.05</td>
</tr>
</tbody>
</table>
3.2. Hydrologic Performance Values

Figure 3 presents 2008 (validation) hydrographs for the raw HRW fields at sites Q1 to Q6 (Figure 1) and for CFSR, MERRA-2, ERA-Interim, and JRA-55 reanalyses. Annual KGE performance ranges from 0.53 to 0.81. Hydrographs with performance value above 0.75 generally present a more accurate representation of the spring flood. Less performing hydrographs (KGE below 0.75) tend to fail in representing either synchronism, amplitude, or volume of the spring flood. Amplitude of high flows simulated from June to November are generally underestimated, except at site Q2 that fairs better.

Figure 4 compares the performance ranges of the hydrologic model forced respectively with raw and corrected HRW fields. Performance is assessed through (validation) KGE values and related $\alpha$, $\beta$ and $r$ components (Equation (11)) from December to May (DJFMAM) and from June to November (JJASON). Performance is assessed independently for all 24 combinations between six watersheds (Figure 1) and four reanalyses (Section 2.2). Distribution median values ($M$) are compared using the Wilcoxon rank-sum test [39] (significance level of 0.05) used by many authors to compare relative performance of hydrologic modeling approaches [8,40,41]. The corrected HRW presents a significant improvement in term of bias from June to November ($M_{\beta,raw, JJASON} = 1.14, M_{\beta,cor, JJASON} = 1.06, p = 0.044$). This improvement does not translate, however, into a significant increase in performance, the variance component being (not significantly) degraded. From December to May, corrected HRW fields do not affect significantly the hydrologic performance except for an outlying case ($KGE_{DJFMAM} = 0.22$). The latter (ERA-Interim) is affected by a degradation of the correlation component. For all other cases and for DJFMAM and JJASON period, the correlation component is not significantly affected by the correction of the HRW fields. Figure 4 also presents raw and corrected hydrologic performance values ventilated for each reanalysis ($n = 6$). Results are compared to the Hamon $ET_0$ formulation ($M_{KGE,Ham, DJFMAM} = 0.87$ and $M_{KGE,Ham, JJASON} = 0.66$) which also presents an outlying case ($KGE_{DJFMAM} = 0.45$). Even if it varies from one reanalysis to another, hydrologic performance values for the Penman-Monteth formulation can be considered equivalent to the Hamon formulation according to the Wilcoxon test.

Figure 3. Observed and simulated 2008 hydrographs at sites Q1 to Q6. Hydrographs are simulated with raw HRW fields taken from CFSR, MERRA-2, ERA-Interim, and JRA-55 reanalyses.
Water variables are also presented for sites R1 (2005–2009) and R2 (2016–2018) (Figure 1). Observed ET is inferred from latent heat flux calculated from eddy correlation measurements. Daily ET observations of air temperature, relative humidity, solar radiation, and wind speed. Relations between observed

### 3.3. Simulated Evapotranspiration

Table 4 presents the optimized values of WaSim-ETH free parameters (see also Table 2). Mean, minimal, and maximal values are presented for Hamon (n = 6 sites) and PM (n = 24 = 6 sites × 4 reanalyses), respectively forced with raw and corrected HRW fields. Mean optimized values related to Hamon tend to be located around the middle of the ranges of values assigned for calibration, as defined in Table 2. Few free parameters (namely $T_{tr}$, $T_m$, $d_f$, and $k_s$) explore the margin of the defined ranges. Site-to-site variability is sporadically high ($f_{DJFMAM}$, $QD_{snow}$, $k_b$) but much reduced in others cases ($T_{tr}$, $a_s$). Mean optimized values related to PM also tend to be centered. In most cases however, minimal and maximal optimized values are adjacent to the bounding values.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Equation</th>
<th>Mean</th>
<th>[Min/Max]</th>
<th>Mean</th>
<th>[Min/Max]</th>
<th>Mean</th>
<th>[Min/Max]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_{DJFMAM}$ Correction of Hamon ET$_0$</td>
<td>(3)</td>
<td>0.96</td>
<td>[0.50;1.42]</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$f_{BHISON}$</td>
<td></td>
<td>1.26</td>
<td>[1.14;1.40]</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$T_{tr}$ Temperature snow/rain transition</td>
<td>(4)</td>
<td>0.42</td>
<td>[0.23;0.5]</td>
<td>0.0063</td>
<td>[-0.5;0.5]</td>
<td>0.22</td>
<td>[-0.44;0.5]</td>
</tr>
<tr>
<td>$a_s$ Correction of solid precipitation</td>
<td>(5)</td>
<td>1.28</td>
<td>[1.18;1.5]</td>
<td>1.17</td>
<td>[1.149]</td>
<td>1.26</td>
<td>[1.149]</td>
</tr>
<tr>
<td>$c_b$ Melt factor</td>
<td>(6)</td>
<td>2.61</td>
<td>[1.41;3.99]</td>
<td>2.42</td>
<td>[0.61]</td>
<td>2.53</td>
<td>[1.145]</td>
</tr>
<tr>
<td>$T_m$ Temperature limit for snow melt</td>
<td>(7)</td>
<td>-1.56</td>
<td>[-2.0;1.8]</td>
<td>-0.47</td>
<td>[-2.2]</td>
<td>-0.95</td>
<td>[-2.171]</td>
</tr>
<tr>
<td>$QD_{snow}$ Fraction of surface runoff on snow melt</td>
<td>(8)</td>
<td>0.51</td>
<td>[0.1]</td>
<td>0.67</td>
<td>[0.1]</td>
<td>0.40</td>
<td>[0.1]</td>
</tr>
<tr>
<td>$d_f$ Drainage density</td>
<td>(9)</td>
<td>81.50</td>
<td>[40.29;100]</td>
<td>33.55</td>
<td>[1;100]</td>
<td>73.12</td>
<td>[1;100]</td>
</tr>
<tr>
<td>$k_s$ Surface runoff recession constant</td>
<td>(10)</td>
<td>78.94</td>
<td>[51.33;100]</td>
<td>73.49</td>
<td>[28.80;100]</td>
<td>66.24</td>
<td>[30.36;100]</td>
</tr>
<tr>
<td>$k_b$ Inteflow recession constant</td>
<td>(11)</td>
<td>45.87</td>
<td>[16.65;139.82]</td>
<td>50.68</td>
<td>[11.81;150]</td>
<td>59.08</td>
<td>[10.36;150]</td>
</tr>
</tbody>
</table>

**3.3. Simulated Evapotranspiration**

Figure 5 illustrates the 2005–2009 relations between evapotranspiration (ET) and climate drivers: air temperature, relative humidity, solar radiation, and wind speed. Relations between observed variables are also presented for sites R1 (2005–2009) and R2 (2016–2018) (Figure 1). Observed ET is inferred from latent heat flux calculated from eddy correlation measurements. Daily ET observations
are generally less than 1 mm below freezing and peaks near 5 mm in summer. Above freezing, the observed ET is not strongly correlated to temperature, a notable proportion of small daily values coincide with high temperatures. The relation between observed ET and humidity decreases as humidity approaches saturation. No specific pattern emerges as humidity falls below about 75%, for which peak ET values are detected. Relation between observed ET and solar radiation reveals proportionality. ET is generally lower than 1 mm/day when radiation is below 2 kW/day, and reaches peak values above 7 kW/day. The relations between observed ET and wind speed do not present any specific pattern.

Figure 5 also presents relations between simulated ET and climate drivers. Here, ET is simulated by WaSim-ETH at site Q6 from 2005 to 2009 using Hamon and Penman-Montheith $ET_0$ formulations. CFSR climate drivers (raw and corrected) are used, except for temperature (in situ-observation). The Hamon formulation shows a clear exponential pattern between simulated ET and temperature. It is smaller than 1 mm/day below freezing point and reaches 6 mm/day at 25 °C. Above freezing, Hamon formulation does not reproduce low ET accurately. Moreover, it does not show any clear pattern in relation with humidity, radiation, or wind speed. Relative to observations, a notable amount of overestimated ET values are found in high humidity and low radiation situations.

PM formulation forced with raw and corrected HRW fields lead to relationships in Figure 5 that are more comparable to observations than for the Hamon formulation. Low ET values above freezing are much better represented and relations between simulated ET presents proportional patterns when in relation with humidity and radiation. Correcting HRW fields moderately modifies but does not alter the broad patterns describes previously. With temperature above freezing, simulated peak ET values are emphasised while low values are overestimated. The relation between ET and humidity is shifted left while the relation with solar radiation presents a subset of values above 7 kW/day.

Figure 5. Relations between evapotranspiration (ET) and climate drivers: temperature (T), humidity (H), radiation (R), and wind speed (W). All variables are observed at sites R1 and R2. At site Q5, ET is simulated by WaSim-ETH with Hamon and PM formulations. T is observed and HRW are taken from CFSR reanalysis (raw and corrected).
4. Discussion

4.1. Forcing PM Formulation with Simulated HRW Fields Provides an Appropriate Hydrologic Response

The Penman-Monteith ET₀ formulation has been forced with HRW fields taken from CFSR, MERRA-2, ERA-Interim, and JRA-55 reanalyses. Hydrologic responses simulated by the WaSim-ETH model has been analyzed over six natural nivo-pluvial catchments of the St-Lawrence Valley, Canada. Results presented in Figures 3 and 4 describe site-specific and reanalysis-specific hydrologic responses that are comparable to the empirical temperature-based Hamon ET₀ formulation. During the nival period (December to May), 85% of the simulated hydrologic responses (41 out of 48, combined raw and corrected HRW) presented validation KGE above 0.70, generally depicting a sound representation of the spring flood in terms of synchronism, amplitude, and volume. Performance decreases during the pluvial season (June to November), 65% of the simulated hydrologic responses presenting KGE above 0.60. During that period, flow representation is affected by a systematic underestimation of the flow variance and a positive bias (Figure 4). These shortcomings are related to errors in the modeling setup, calibration failures identifying optimal parametric solutions, or misrepresentation in observations. The use of interpolated precipitation, which is known to smooth the amplitude of convective events common in summer and autumn, could explain part of the underestimation of the flow variance. The quality and resolution of the information describing soil textures could also affect seasonal water budgets and up to a certain extent the flow variance. Calibrating stomatal resistance could have potentially improved flow representation during the pluvial period.

The performance of reanalyses simulating HRW fields has been evaluated with available meteorological observations in Section 3.2. Reanalyses are generally better simulating solar radiation than humidity and wind speed. Simulated wind speed tends to present a strong systematic bias, potentially explained by the scaling mismatch between in-situ observations and the representation of the wind processes simulated at the grid-base resolution of a given reanalysis. Considering the absence of a pattern with observed evapotranspiration (Figure 5), the correction of wind may have been neglected in the scope of that study. Moreover, analysis of the meteorological performance did not identify the most successful reanalysis simulating HRW fields. Performance values are comparable for radiation while humidity and wind are marginally more accurately simulated by JRA-55 and MERRA-2. No evidence was found relating meteorological performance to the quality of the resulting hydrologic response. This can be explained by the parametric compensation allowing the search of an optimal solution indirectly correcting structural errors within the modeling setup. Taking this into account, validation of the resulting hydrologic response would be highly recommendable while using HRW fields simulated by reanalyses. These findings corroborate recent literature exploring the capacity of reanalyses to surrogate observations in providing an appropriate hydrological response [7–13]. They cannot highlight, as for precipitation [8,14], any strong relation between biases of raw simulated HRW fields and the quality of the resulting hydrologic response.

4.2. Correcting HRW Fields Moderately Improves the Simulated Hydrologic Response

The proposed calibration-based correction has been applied to raw HRW fields in order to improve the hydrologic response. Seasonal correction factors where calibrated concomitantly to the free parameters of the hydrologic model. The correction is fairly simple to operate and does not require HRW observations. It relies however on the assumption that the hydrologic processes are accurate proxies of the driving climate and does not ensure the physical consistency of the corrected climate variables. In line with the work conducted by Praskievicz and Bartlein on precipitation [12], the correction provided a significant improvement of the hydrologic bias over the pluvial period (Figure 4), indicating a sensitivity of the hydrologic response to biases imprinted within HRW fields. The reduction of bias did not translate however into a significant improvement of the performance in terms of the Kling-Gupta Efficiency metric. Correction of HRW fields did not affect the simulated hydrologic responses during the nival period, except for one outlying case where correlation was highly
degraded (also observed with the Hamon $ET_0$ formulation). An in-depth analysis of the calibration intermediary results (not shown here for conciseness) revealed a calibration failure, identifying an optimal parametric solution.

4.3. PM Formulation Improves the Representation of Evapotranspiration

Within the scope of the study and according to the Wilcoxon test, the PM formulation does not provide a better hydrologic response relative to the Hamon formulation (Section 4.1), supporting findings from Sperna Weiland et al. [22]. Moreover, both formulations overestimate peak daily ET values (Figure 5), which suggests that the hydrologic model exploits the ET process to operate compensation in the representation of the annual water budget. However, the PM formulation provides a much better representation of low ET fluctuations associated to high temperatures. The latter, still imperfectly, constrains ET compelled by high humidity or low radiation driving conditions. On the other hand, the Hamon formulation suggests a sharp exponential relation between simulated ET and air temperature. It is unable to represent low ET fluctuations related to high air temperature, nor to constrain ET under high humidity or low radiation conditions. These results support the concerns raised in recent literature about the capacity of an empirical formulation such as Hamon in providing coherent projections of evapotranspiration in the scope of a non-stationary change of temperature [4,5]. The latter would potentially translate a projected steady increase of temperature into an exponential increase of ET. For these reasons, and considering potential changes in radiation and humidity, it seems recommendable to construct regional streamflow projections using physically-based $ET_0$ formulation such as Penman-Montheith. Even if the added-value is moderate in terms of hydrologic response, it would provide a more coherent representation of daily evapotranspiration fluctuations forced by increasing air temperatures.

4.4. Limitations

To further support the recommendations previously discussed, a larger set of $ET_0$ formulations should be analyzed. The hydrologic response is known sensible to the selection of a given $ET_0$ formulation [1,2]. The biases of reanalyses could also be evaluated for other regions with comparable climate but more accessible data. The PM formulation is here tested in humid climate conditions, while its capacity to simulate ET can differ in more arid conditions [42]. More sophisticated HRW correction could also have been explored taking into account more resolute annual sub-scaling, quantile sorting, or multivariate dependency between corrected climate variables. Multi-seed optimization and an increase of the optimization budget could have prevented performance degradation related to correction of HRW fields. Finally, evaluating the impact of $ET_0$ formulations within a complete climate change impact analysis was outside the scope of this study.

5. Conclusions

The manuscript demonstrated the capacity of the Penman-Montheith (PM) evapotranspiration formulation to provide a coherent hydrologic response when forced with HRW fields simulated by reanalyses. The resulting hydrologic performance remains however comparable to an empirical temperature-based evapotranspiration formulation and appears sensible to HRW biases. The manuscript also presented a calibration-based correction of simulated HRW fields free from observations. The latter improves significantly the hydrologic bias over the pluvial period (June to November) but not the overall performance according to the Kling-Gupta Efficiency (KGE) metric. Correction of HRW fields should be operated with caution since it can occasionally degrade the simulated hydrologic response. The PM formulation finally depicted much more consistent relations between evapotranspiration and climate drivers as compared to an empirical temperature-based evapotranspiration formulation. The manuscript proposes a pragmatic solution for computing evapotranspiration with physically-based formulations where HRW observations are insufficient. It also clarifies to which extent and under which conditions correcting HRW fields offers an improvement of the resulting hydrologic response.
To our knowledge, few studies combine HRW fields simulated by reanalyses and observed rainfall and temperature values to force hydrologic models. This approach prevents the resulting hydrologic response to be affected by strong biases inherent to precipitation simulated by reanalyses. In the scope of most climate change studies, air temperature is expected to increase steadily according to non-stationary patterns. The main interest of the proposed approach is to compute evapotranspiration by relying on a more coherent representation of physical processes, increasing the confidence in simulated projections of the hydrologic regime.
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