Abstract: This study aimed to develop a reliable turbidity model to assess reservoir turbidity based on Landsat-8 satellite imagery. Models were established by multiple linear regression (MLR) and gene-expression programming (GEP) algorithms. Totally 55 and 18 measured turbidity data from Tseng-Wen and Nan-Hwa reservoir paired and screened with satellite imagery. Finally, MLR and GEP were applied to simulated 13 turbid water data for critical turbidity assessment. The coefficient of determination ($R^2$), root mean squared error (RMSE), and relative RMSE (R-RMSE) calculated for model performance evaluation. The result show that, in model development, MLR and GEP shows a similar consequent. However, in model testing, the $R^2$, RMSE, and R-RMSE of MLR and GEP are 0.7277 and 0.8278, 0.7248 NTU and 0.5815 NTU, 22.26% and 17.86%, respectively. Accuracy assessment result shows that GEP is more reasonable than MLR, even in critical turbidity situation, GEP is more convincible. In the model performance evaluation, MLR and GEP are normal and good level, in critical turbidity condition, GEP even belongs to outstanding level. These results exhibit GEP denotes rationality and with relatively good applicability for turbidity simulation. From this study, one can conclude that GEP is suitable for turbidity modeling and is accurate enough for reservoir turbidity estimation.
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1. Introduction

In Taiwan, public water is primarily supplied by reservoirs. The reservoir turbidity quarterly measured by the Environmental Protection Administration (EPA). Turbidity data was released after a strict quality control process [1]. However, although the data are highly accurate, sampling and analysis are considerably time-consuming and are subject to several financial constraints [2]. Additionally, the regional representation of samples from single-point sampling is observed to be insufficient; the test results are debatable if they are estimated based on the inspection results that are obtained from few stations [3]. Therefore, several scholars have recently used satellite imagery to establish the relationship between turbidity and multispectral data as a remote monitoring manner. Roelfsema et al., highlighted that the estimation performed based on a Landsat 7 satellite image exhibits an area coverage rate of 100% and an accuracy of 58%. Compared with the single-point sampling, which covers only 0.5% of the area and which exhibits 100% accuracy, the coverage rate is considerably increased even though the accuracy is reduced; furthermore, the representativeness of the research area is improved [4]. Robert, E. et al., established a turbidity simulation model using satellite spectral data. The result exhibits a high correlation with the measured turbidity, and the coefficient of determination ($R^2$) is 0.89 [5].

Basically, the turbidity simulation model establishment was based on the quantitative relation between telemetry image and turbidity. Those estimation methods can be divided into linear relation, multiple linear regression (MLR) relation, logarithmic relation, exponential relation, Gordan relation,
artificial neural networks, support vector machine (SVM), random forest (RF), partial least squares (PLS), and principal components regression (PCR) [6–34]. However, the empirical relation and observation method used to test different data with various temporal and spatial backgrounds or different measuring instruments, the results of reservoir turbidity estimation are considerably different from those of the original research area [35]. The accuracy of the simulated turbidity by the empirical equation is also influenced by the algorithms. Chang et al., using the high-resolution spectral image obtained from Formosat-2 satellite imagery have a resolution of 8 m and the SSC data of 53 mud samples, the empirical relation that is established using the stepwise regression method exhibit the $R^2$ of 0.84 and the relative-RMSE (R-RMSE) of 31%, however, in the case of data validation and testing, R-RMSE improved to 43%, indicating that the empirical relation between the remote sensing imagery and the water quality observations exhibited a considerable degree of error. Therefore, the rationality and applicability of the integrated assessment for relevant research related to the water quality estimation of remote sensing imagery can be improved if the simulated turbidity accuracy is improved and the difference is reduced [36]. Based on the large-area and high-repetition remote sensing imagery and the measured turbidity, this study would like to provide a simulation algorithm for the one who cannot obtain an ideal result in typical algorithms for reservoir turbidity estimation.

2. Materials and Methods

This study refers to Quang, N. H. et al., adopted the high-resolution multi-spectrum satellite Landsat 8 launched by the United States in 2013 for performing spectral data extraction [37]. The turbidity simulation model was developed and validated base on quarterly turbidity data of the Tseng-Wen reservoir, which were measured by the Taiwan EPA [38]. Furthermore, the model was tested by applying the data collected from Nan-Hwa reservoir to evaluate its applicability. Besides, the deterministic pattern and stochastic pattern were used to develop the turbidity simulation model. Subsequently, the $R^2$, RMSE, and R-RMSE were applied for the model simulation accuracy assessment.

2.1. Study Area

The research area of this study includes the Tseng-Wen reservoir and Nan-Hwa reservoir in Taiwan. The location of turbidity observation stations of the Tseng-Wen and Nan-Hwa reservoirs are depicted in Figure 1. The Tseng-Wen reservoir is located in Da-Pu Township, Chia-Yi County, Taiwan. The reservoir catchment is in Chia-Yi County, the area is 481 Km$^2$, the water storage area is 17 Km$^2$, and the total water storage capacity is $7.08 \times 10^8$ m$^3$. It is the largest reservoir in Taiwan and supplies around 3.988 million tons per day for the public, industrial, and agricultural water supply, which are considered to be the hub of South Taiwan’s livelihood and economy. The turbidity stations of the Tseng-Wen reservoir have been used since 1993 and are named from TW 1 to TW 6. The Nan-Hwa reservoir is located in Nan-Hwa District, Tainan City, Taiwan. The reservoir catchment almost 90% in Tainan City, the area is 108.3 km$^2$, and the water storage area is 5.3 km$^2$. The water storage capacity is $1.58 \times 10^8$ m$^3$. The only target is to supply public water around 0.8 million tons per day. In Nan-Hwa reservoir, three turbidity stations which are named from NH 1 to NH 3, have been operating since 1994. Seasonal turbidity variation (from 2013 to 2018) of Tseng-Wen and Nan-Hwa reservoirs are illustrated in Figure 2, yearly turbidity data of two reservoirs are shown in Table 1.
Figure 1. Turbidity monitoring station location of (a) Tseng-Wen and (b) Nan-Hwa reservoir. (Study area satellite images were taken in 2017/11/28 by Landsat 8).

Figure 2. Seasonal turbidity variation of Tseng-Wen reservoir and Nan-Hwa reservoir.

The in-situ turbidity measure frequency in Tsing-Wen and Nan-Hwa reservoirs are approximately once per season; however, the observation date and depth of each station are not identical. Therefore, in this study, turbidity data were selected with a water depth of ~1 m to establish the turbidity simulation model.
Table 1. Yearly turbidity data of Tseng-Wen and Nan-Hwa reservoir.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Spring (January to March)</td>
<td>TW 1</td>
<td>13.0</td>
<td>3.4</td>
<td>4.0</td>
<td>4.7</td>
<td>3.4</td>
<td>8.4</td>
<td>6.1</td>
</tr>
<tr>
<td></td>
<td>TW 2</td>
<td>6.7</td>
<td>3.3</td>
<td>5.3</td>
<td>3.8</td>
<td>3.7</td>
<td>8.6</td>
<td>5.2</td>
</tr>
<tr>
<td></td>
<td>TW 3</td>
<td>7.5</td>
<td>4.0</td>
<td>4.2</td>
<td>3.9</td>
<td>3.5</td>
<td>10.7</td>
<td>5.6</td>
</tr>
<tr>
<td></td>
<td>TW 4</td>
<td>8.7</td>
<td>4.6</td>
<td>3.5</td>
<td>3.9</td>
<td>3.7</td>
<td>14.0</td>
<td>6.4</td>
</tr>
<tr>
<td></td>
<td>TW 5</td>
<td>9.2</td>
<td>8.6</td>
<td>4.7</td>
<td>3.8</td>
<td>4.7</td>
<td>10.0</td>
<td>6.8</td>
</tr>
<tr>
<td></td>
<td>TW 6</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>6.8</td>
<td>5.1</td>
<td>4.9</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>NH 1</td>
<td>4.1</td>
<td>3.7</td>
<td>4.3</td>
<td>5.7</td>
<td>4.0</td>
<td>4.0</td>
<td>4.3</td>
</tr>
<tr>
<td></td>
<td>NH 2</td>
<td>5.8</td>
<td>7.8</td>
<td>6.1</td>
<td>4.8</td>
<td>6.6</td>
<td>5.1</td>
<td>6.0</td>
</tr>
<tr>
<td></td>
<td>NH 3</td>
<td>6.2</td>
<td>11.0</td>
<td>6.3</td>
<td>6.5</td>
<td>-</td>
<td>5.6</td>
<td>7.1</td>
</tr>
<tr>
<td>Summer (April to June)</td>
<td>TW 1</td>
<td>3.6</td>
<td>8.1</td>
<td>2.6</td>
<td>2.1</td>
<td>7.6</td>
<td>15.0</td>
<td>6.5</td>
</tr>
<tr>
<td></td>
<td>TW 2</td>
<td>5.5</td>
<td>12.0</td>
<td>2.8</td>
<td>1.7</td>
<td>7.9</td>
<td>20.1</td>
<td>8.3</td>
</tr>
<tr>
<td></td>
<td>TW 3</td>
<td>9.8</td>
<td>8.3</td>
<td>3.8</td>
<td>2.2</td>
<td>9.3</td>
<td>19.1</td>
<td>8.8</td>
</tr>
<tr>
<td></td>
<td>TW 4</td>
<td>12.0</td>
<td>26.0</td>
<td>6.4</td>
<td>2.2</td>
<td>13.0</td>
<td>11.0</td>
<td>11.8</td>
</tr>
<tr>
<td></td>
<td>TW 5</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>2.6</td>
<td>18.0</td>
<td>-</td>
<td>10.2</td>
</tr>
<tr>
<td></td>
<td>TW 6</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>3.1</td>
<td>21.0</td>
<td>-</td>
<td>12.1</td>
</tr>
<tr>
<td></td>
<td>NH 1</td>
<td>4.1</td>
<td>16.0</td>
<td>13.0</td>
<td>2.3</td>
<td>7.3</td>
<td>9.2</td>
<td>8.7</td>
</tr>
<tr>
<td></td>
<td>NH 2</td>
<td>3.7</td>
<td>60.0</td>
<td>-</td>
<td>5.8</td>
<td>8.3</td>
<td>21.0</td>
<td>19.8</td>
</tr>
<tr>
<td></td>
<td>NH 3</td>
<td>5.9</td>
<td>85.0</td>
<td>-</td>
<td>9.7</td>
<td>30.0</td>
<td>-</td>
<td>32.7</td>
</tr>
<tr>
<td>Fall (July to September)</td>
<td>TW 1</td>
<td>2.7</td>
<td>1.8</td>
<td>2.3</td>
<td>1.6</td>
<td>3.5</td>
<td>4.3</td>
<td>2.7</td>
</tr>
<tr>
<td></td>
<td>TW 2</td>
<td>2.6</td>
<td>2.1</td>
<td>2.0</td>
<td>1.9</td>
<td>3.7</td>
<td>4.7</td>
<td>2.8</td>
</tr>
<tr>
<td></td>
<td>TW 3</td>
<td>2.6</td>
<td>2.0</td>
<td>2.2</td>
<td>1.7</td>
<td>3.4</td>
<td>4.0</td>
<td>2.6</td>
</tr>
<tr>
<td></td>
<td>TW 4</td>
<td>2.9</td>
<td>2.1</td>
<td>1.7</td>
<td>1.6</td>
<td>3.3</td>
<td>4.7</td>
<td>2.7</td>
</tr>
<tr>
<td></td>
<td>TW 5</td>
<td>3.1</td>
<td>2.4</td>
<td>1.4</td>
<td>1.5</td>
<td>3.5</td>
<td>4.4</td>
<td>2.7</td>
</tr>
<tr>
<td></td>
<td>TW 6</td>
<td>-</td>
<td>2.7</td>
<td>2.8</td>
<td>1.9</td>
<td>3.1</td>
<td>4.5</td>
<td>3.0</td>
</tr>
<tr>
<td></td>
<td>NH 1</td>
<td>2.6</td>
<td>2.2</td>
<td>5.6</td>
<td>2.4</td>
<td>3.6</td>
<td>12.5</td>
<td>4.8</td>
</tr>
<tr>
<td></td>
<td>NH 2</td>
<td>3.1</td>
<td>2.8</td>
<td>8.1</td>
<td>2.7</td>
<td>4.8</td>
<td>8.6</td>
<td>5.0</td>
</tr>
<tr>
<td></td>
<td>NH 3</td>
<td>4.9</td>
<td>4.7</td>
<td>7.7</td>
<td>3.4</td>
<td>6.3</td>
<td>11.5</td>
<td>6.4</td>
</tr>
<tr>
<td>Winter (October to December)</td>
<td>TW 1</td>
<td>2.6</td>
<td>2.0</td>
<td>1.9</td>
<td>2.5</td>
<td>3.5</td>
<td>2.2</td>
<td>2.5</td>
</tr>
<tr>
<td></td>
<td>TW 2</td>
<td>2.6</td>
<td>1.0</td>
<td>2.0</td>
<td>2.5</td>
<td>3.8</td>
<td>2.2</td>
<td>2.3</td>
</tr>
<tr>
<td></td>
<td>TW 3</td>
<td>2.5</td>
<td>1.3</td>
<td>2.5</td>
<td>2.3</td>
<td>3.4</td>
<td>2.6</td>
<td>2.4</td>
</tr>
<tr>
<td></td>
<td>TW 4</td>
<td>3.7</td>
<td>1.2</td>
<td>3.5</td>
<td>2.6</td>
<td>4.2</td>
<td>2.1</td>
<td>2.9</td>
</tr>
<tr>
<td></td>
<td>TW 5</td>
<td>2.2</td>
<td>2.1</td>
<td>2.3</td>
<td>2.0</td>
<td>5.9</td>
<td>3.6</td>
<td>3.0</td>
</tr>
<tr>
<td></td>
<td>TW 6</td>
<td>2.8</td>
<td>2.6</td>
<td>3.5</td>
<td>2.8</td>
<td>7.8</td>
<td>3.0</td>
<td>3.8</td>
</tr>
<tr>
<td></td>
<td>NH 1</td>
<td>1.4</td>
<td>1.6</td>
<td>1.5</td>
<td>3.1</td>
<td>2.7</td>
<td>2.5</td>
<td>2.1</td>
</tr>
<tr>
<td></td>
<td>NH 2</td>
<td>2.0</td>
<td>2.6</td>
<td>2.2</td>
<td>3.6</td>
<td>3.7</td>
<td>3.3</td>
<td>2.9</td>
</tr>
<tr>
<td></td>
<td>NH 3</td>
<td>3.1</td>
<td>4.1</td>
<td>2.7</td>
<td>5.4</td>
<td>4.6</td>
<td>5.6</td>
<td>4.3</td>
</tr>
</tbody>
</table>

2.2. Data Collection

The satellite imagery used in this study were obtained from the Landsat 8 satellite. Considering of the Tseng-Wen reservoir in-situ sediment spectrum data near to the turbidity monitoring station TW 4 obtained by Hsieh, M. L., the wavelength ranging from 350 to 1000 nm, the central reflectance wavelength is around 450 nm to 700 nm as shown in Figure 3 [34]. In addition, according to Doxaran, D. et al., Ma, R. and J. Dai, and Zhou, W. et al., a reasonable spectrum wavelength of turbidity simulation model should deliberate the infrared light spectrum [8,39,40]. Thus, in this study, regard of those previous studies and the spectral wavelength (bands) of Landsat 8, band 2 (450 nm to 510 nm, blue), band 3 (530 nm to 590 nm, green), band 4 (640 nm to 670 nm, red), and band 5 (850 nm to 880 nm) as the model inputs to establish the model.
After selecting the inputs, the observed turbidity data that has to match before and after one day that the satellite passes. Hence, those matched satellite imagery and performing image screening, removing the image of the study area that is covered by the cloud or its shadow, and surface exposure area. The spectral radiation value was converted into the water reflection value according to Robert, E. et al. [5]. Subsequently, the spectral data in the turbidity sampling point was extracted, combined with turbidity data for simulation model development.

2.3. Turbidity Simulation Model Development

Reservoir turbidity simulation model could be developed using the quantitative relation between the acquired satellite spectral data and the measured turbidity data. The traditional model development method—MLR algorithm and the GEP algorithm that has been selected to develop the turbidity simulation model.

2.3.1. Multiple Linear Regression (MLR) Model

The model for estimating the turbidity of the reservoir water body could be developed using the quantitative relation between the acquired satellite spectral data and the measured turbidity data. The traditional model development method, MLR algorithm, and the GEP algorithm have been selected to develop the turbidity simulation model.

Assuming that the dependent variable $D$ is a linear function of $m$ independent variables $I_1$, $I_2$, and $I_m$; its relation can be expressed as $D = C_1I_1 + C_2I_2 + \ldots + C_mI_m$. According to this relation, the dependent variable $D$ can be estimated using variables $I_1$, $I_2$, $I_3$, $I_4$, $I_5$.

There may be an error between the estimated value and the actual value; therefore, the estimated value is represented by $D'$. For the observed value $D_i$ that corresponds to a specific $D_i$, its distance to the average value of the $D$ variable, $\bar{D}$, can be referred to as the mean difference $(D_i - \bar{D})$, and it is assumed that the difference between the estimated value $D'$ and the original value should be close to $(D' - \bar{D}) = (D_i - \bar{D})$, and the difference between the two is the error $e = (D_i - \bar{D}) - (D_i - \bar{D}) = (D_i - D_i')$. According to the original mean deviation regression value from the mean difference plus error, $(D_i - \bar{D}) = (D_i' - \bar{D}) + (D_i - D_i')$. Converting the relationship from the mean to the variance, the equation $\sum(D_i - \bar{D})^2 = \sum(D_i' - \bar{D})^2 + \sum(D_i - D_i')^2$ could be derived. Dividing by $\sum(D_i - \bar{D})^2$, the formula mentioned above is simplified to Equation (1).

\[
1 = \frac{\sum(D_i' - \bar{D})^2}{\sum(D_i - \bar{D})^2} + \frac{\sum(D_i - D_i')^2}{\sum(D_i - \bar{D})^2}
\] (1)

Figure 3. Sediment spectrum reflectance distribution in Tseng-Wen reservoir.
The regression variance ratio can also refer to as the $R^2$, which indicates the prediction ability when $X$ is used to predict $Y$, i.e., the ratio in which $Y$ is obtained by self-variation. Besides, the magnitude of $R^2$ can be reflected by the independent and dependent variables.

The turbidity simulation models that were developed based on the MLR method, includes Petus, C. et al., in the Adour River in France, and the satellite spectrum-simulated turbidity model was established using the MODIS satellite spectrum with a resolution of 250 m and with 75 measured SSC and turbidity data. In the six established sets of linear and MLR turbidity simulation models, $R^2$ was the highest (0.964) in the MLR model; however, the R-RMSE as the rationality of the evaluation model was observed to be as high as 713%. After removing 20 low turbidity data, $R^2$ decreased to 0.94, while the R-RMSE also decreased to 47%, indicating the feasibility of establishing a turbidity simulation model from the satellite spectral data [41]. Also, in the Poyang Lake, Jiangxi Province, China, the MODIS system of the Terra and Aqua satellites were used to establish a polynomial quantitative SSC simulation model. In which the number of Terra-MODIS imagery is 54, the highest $R^2$ is 0.92, the standard deviation of the sample is 11.26 mg/L, the number of Aqua-MODIS data is 42, $R^2$ is 0.72, and the standard deviation of the sample is 22.68 mg/L [42], the authors also highlighted that these empirical or semi-empirical models exhibit considerable limitations. However, rapidly assessing an extensive range of water quality is still considered important.

### 2.3.2. Gene-Expression Programming (GEP) Model

The GEP algorithm was proposed by Ferreira et al., in 2001 by combining the long linear symbol coding of gene algorithm (GA) and the algorithm established by gene programming (GP) to solve the advantages of complex nonlinear problems [43]. A typical GEP begins with a primary race and undergoes a continuous evolutionary process, including selection, replication, mating, mutation, adaptation, reversal, and transformation, to evolve toward a predetermined objective. It improves the shortcomings of GA, including premature convergence and combined explosion; further, its evolution rate is more than 100 times higher than that of GA and GP [44]. Typically, the GEP model developing could divide into 2 phases, which are called training and validation. Around 70% of the data were used in the model training phase; the last 30% of data were used for model validation. After the model was developed, the model could be applied for model applicability test. The following flow chart describes the GEP model developing and calculation process, as depicted in Figure 4 [45].

![Figure 4. The flow chart of gene-expression programming (GEP) model development.](image-url)
The coding rules of the GEP algorithm are similar to those of the GA, which use the equal-length linear symbols to form a “gene”, and one or more genes subsequently combined into a “chromosome”. Among them, the gene position can be placed along with different types of nodes, including function nodes and terminal nodes; further, the function nodes can be either arithmetic or logical operators and comparison operators, and the terminal nodes can be custom variables or constants, the construction of a chromosome is presented in Table 2 [46].

Table 2. The construction of a chromosome.

<table>
<thead>
<tr>
<th>Head</th>
<th>Tail</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>AND</td>
<td>&gt;</td>
</tr>
</tbody>
</table>

The structure of each chromosome is divided into at least a head and a tail, among which the head contains its function node and terminal node and the tail contains only its terminal node; further, the tail gene number is related to the head. The function can be stated as Equation (2).

\[ t = h \times (n_{max} - 1) + 1 \]  

where, \( t \) is the tail gene numbers; \( h \) is the head gene numbers; \( n_{max} \) is the largest breach amount. In Table 2, \( h = 3 \) and \( n_{max} = 2 \), \( t = 3 \times 1 + 1 = 4 \).

According to the gene-binding chromosome, a tree structure can be established, which can be referred to as a gene-expression tree. As depicted in Figure 5, the expression of the chromosome can be obtained according to the rules of top-down and left-right. By considering the gene-expression tree as an example, the expression of this gene can denote in Equation (3).

\[ [(b + a) \times (b - a)] + [(a/b) \times b] \]  

\[ \text{Figure 5. The sample of the gene-expression tree.} \]

2.4. Accuracy Assessment

The accuracy determines the model performance. This study evaluates the accuracy of the MLR and the GEP model according to the methods used by Petus, C. et al., and Gohin, F. et al. [41,47]. Among them, \( R^2 \) was used to denote the ability for estimating the ratio of model variation concerning all the variants. The larger \( R^2 \) is able to explain the proportion of total variation, the higher \( R^2 \) is the amount of explanatory power possessed by this model. However, because \( R^2 \) is susceptible to extreme values, it may result in \( R^2 \) becoming close to 1, but most of the simulation results are entirely different from the actual turbidity. The RMSE was calculated for evaluating the error to avoiding that situation. The difference between the RMSE and the actual turbidity average is evaluated using R-RMSE to compare the rationality of the simulation results of the two models. The accuracy evaluation formula used in this study listed in Equations (4)–(8).

Moreover, the model practicability evaluation is considering of the drinking water critical turbidity (5 NTU) [48]. The turbidity data which over 5 NTU were extracted and compared for the model simulation capability examination in critical turbidity situation. The absolute error, \( R^2 \), RMSE, and
R-RMSE were used in critical turbidity simulation assessment. Finally, the models’ simulation ability were rated refer to Heinemann, A. B. et al., Li, M. F. et al., and Despotovic, M. et al., used R-RMSE to evaluate the model performance [49–51]. In these studies, R-RMSE was divided into 4 intervals, when R-RMSE is less than 10%, it is considered to be outstanding, whereas it is considered to be good when R-RMSE is between 10% and 20%. Furthermore, when R-RMSE is between 20% and 30%, it is considered to be normal, and it is considered to be bad when R-RMSE is higher than 30%.

\[
R^2 = \frac{SS_{Regression}}{SS_{Total}}
\]

\[
SS_{Regression} = \sum_{i=1}^{n}(\hat{y}_i - \bar{y})^2
\]

\[
SS_{Total} = \sum_{i=1}^{n}(y_i - \bar{y})^2
\]

\[
RMSE = \sqrt{\frac{\sum_{i=1}^{n}(y_i - \hat{y}_i)^2}{n-1}}
\]

\[
R-\text{RMSE}(\%) = \frac{RMSE}{\bar{y}} \times 100
\]

where \(R^2\) is a coefficient of determination, \(SS_{Regression}\) is the variances of each model, \(SS_{Total}\) is the variances of observed data, \(\hat{y}_i\) is predicted value of each model, \(y_i\) is observed data, \(\bar{y}\) is the mean of the observed data, \(n\) is the number of observed data, \(RMSE\) is the root mean square error, \(R-\text{RMSE}\) is the relative root mean square error.

3. Results and Discussion

First, the measured turbidity was sorted, and the spectral data were matched and processed with measured turbidity data. Further, the MLR and GEP turbidity simulation models could be developed by the data from Tseng-Wen reservoir and those models adopted in Nan-Hwa reservoir to test the model applicability. Finally, models’ performance was conducted by accuracy assessment.

3.1. Data Collection

This study collected the measured turbidity data and the Landsat 8 satellite imagery since October 2013 at the Tseng-Wen and January 2015 at the Nan-Hwa reservoir. According to the corresponding research area of Landsat 8 satellite, the flight route number (117/44 and 118/44), and its shooting period (once per 16 days), the time when the satellite shooting study area can be calculated, the detail information of collected Landsat 8 satellite imagery is shown in Table 3.

In the pairing of measured turbidity data and satellite spectral data obtained from the Tseng-Wen reservoir, after the processing (such as cloud coverage) data were deleted, totally 55 matched turbidity and spectral data were available for the turbidity simulation model developing, the lowest turbidity is 0.95 NTU, and the highest turbidity is 21 NTU. According to the same procedure, there are 18 paired turbidity and spectral data in the model testing area Nan-Hwa reservoir, the lowest turbidity is 1.7 NTU, and the highest turbidity is 6.1 NTU.
3.2. Simulated Turbidity by Multiple Linear Regression (MLR) Model

Developed MLR turbidity simulation model was given as Equation (9). Applying the spectral data into Equation (9) for turbidity simulation, a relationship between observed and simulated turbidity could be drawn in Figure 6, and the correlation relation could be drawn in Figure 7.

\[
\text{MLR} = -74.26 B_2 - 14.84 B_3 + 267.45 B_4 - 126.89 B_5 + 4.21
\]  

where, MLR is the turbidity simulation equation of MLR model; \(B_2, B_3, B_4, B_5\) are bands from band 2 to band 5 of Landsat 8 satellite.
where, MLR is the turbidity simulation equation of MLR model; $B_2$, $B_3$, $B_4$, $B_5$ are bands from Landsat 8 satellite band 2 to band 5; $c_0$–$c_9$ are constants, in $ET_{sub1}$, $c_4 = -5.2211$, $c_7 = 3.1095$; in $ET_{sub2}$, $c_4 = 3.9763$; in $ET_{sub3}$, $c_3 = 0.065$; in $ET_{sub4}$, $c_2 = 3.1024$, $c_5 = 5.0160$, $c_8 = -7.4847$.

### 3.3. Simulated Turbidity by Gene-Expression Programming (GEP) Model

In the GEP model, the number of chromosomes is 50, the head size is 7, and the number of genes is 4. Only use the essential operation elements including $+$, $-$, $\times$, $\div$, $1/x$, $-x$, $x^2$ to avoid building a complicated model, and reduce the number of pattern iteration operations and the number of non-convergence occurrences. Furthermore, based on GEP algorithm, the gene-expression trees were developed and connected to sub gene-expression trees by multiplication. The parameters of the GEP turbidity simulation model are listed in Table 4.

**Table 4.** The construction of a chromosome.

<table>
<thead>
<tr>
<th>Chromosomes</th>
<th>Head Size</th>
<th>Genes</th>
<th>Linking Function</th>
<th>Calculation Functions</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>7</td>
<td>4</td>
<td>Multiplication</td>
<td>$+,-,\times,\div,1/x,-x,x^2$</td>
</tr>
</tbody>
</table>

In this study, 4 sub gene-expression trees were developed, all the sub gene-expression trees were drawn in Figures 8–11, and the turbidity simulation model was given in Equations (10) to (14). Further, the GEP model was applied to the Nan-Hwa reservoir. The relationship and the correlation of simulated turbidity and measured turbidity of the Tseng-Wen reservoir and the Nan-Hwa reservoir, which are inferred from the GEP model, are presented in Figures 12 and 13.

$$GEP = ET_{sub1} \times ET_{sub2} \times ET_{sub3} \times ET_{sub4}$$ (10)

$$ET_{sub1} = \left( \frac{c_7}{d_2} \times (d_1 - d_3) + [d_0 - (c_4)] - c_7 \right)^2 = \left( \frac{3.1095 \times (B_2 - B_4)}{B_3} + B_1 + 2.1116 \right)^2$$ (11)

$$ET_{sub2} = (d_2 - d_0) \times \frac{d_2}{d_1} \left[ \frac{d_1}{c_4} - (-d_0) \right] = (B_3 - B_1) \times \frac{B_3}{B_2} - \frac{B_2}{3.9763} + B_1$$ (12)

$$ET_{sub3} = (d_3 - \frac{d_2}{d_0}) \times \left( d_2 - c_3 + \frac{d_2}{d_0} \right) = \left( B_4 - \frac{B_3}{B_1} \right) \times \left( B_3 - 0.065 + \frac{B_3}{B_1} \right)$$ (13)

$$ET_{sub4} = \left[ d_1 + \frac{(d_0 \times c_2)}{c_5 - d_2} \right] \times c_8 = \left( B_2 + \frac{B_1 \times 3.1024}{5.0160 - B_3} \right) \times -7.4847$$ (14)

where, $ET_{sub1}$, $ET_{sub2}$, $ET_{sub3}$, and $ET_{sub4}$ are the 1st to 4th sub gene-expression tree, respectively; $d_0$, $d_1$, $d_2$, $d_3$ correspond to Landsat 8 satellite band 2 to band 5; $c_0$–$c_9$ are constants, in $ET_{sub1}$, $c_4 = -5.2211$, $c_7 = 3.1095$; in $ET_{sub2}$, $c_4 = 3.9763$; in $ET_{sub3}$, $c_3 = 0.065$; in $ET_{sub4}$, $c_2 = 3.1024$, $c_5 = 5.0160$, $c_8 = -7.4847$.

**Figure 7.** The correlation relationship between observed turbidity and multiple linear regression (MLR) simulated turbidity in Tseng-Wen and Nan-Hwa reservoir.
Further, the GEP model was applied to the Nan-Hwa reservoir. The relationship and the correlation drawn in Figures 8–11, and the turbidity simulation model was given in Equations (10) to (14).

The correlation relationship of observed turbidity and the turbidity simulated by the gene-expression programming (GEP) model in Tseng-Wen and Nan-Hwa reservoir.

Figure 12. The relation of observed turbidity and gene-expression programming (GEP) simulated turbidity in Tseng-Wen and Nan-Hwa reservoir.
Figure 13. The correlation relationship of observed turbidity and the turbidity simulated by the gene-expression programming (GEP) model in Tseng-Wen and Nan-Hwa reservoir.

3.4. Simulated Turbidity Accuracy Assessment

The model performance was evaluated according to $R^2$, RMSE, and R-RMSE in the MLR model developing, MLR model testing, GEP model developing (training phase and validating phase), and GEP model testing, respectively. According to the calculation results, the $R^2$ of the MLR model developing and testing is 0.9181 and 0.7277, respectively, the RMSE is 1.0726 NTU and 0.7248 NTU, respectively, and the R-RMSE are 24.08% and 22.26%, respectively. In the GEP model, the $R^2$ of the model training phase, validating phase, and model testing are 0.9484, 0.9688, and 0.8278, respectively, and the RMSE are 0.8190 NTU, 0.9315 NTU, and 0.5815 NTU, respectively. The R-RMSE are 19.46%, 17.13%, and 17.86%, respectively. The calculated results are present in Table 5. The model accuracy assessment result indicates that the simulated error of GEP model is lower than the MLR model.

Table 5. The accuracy assessment table of multiple linear regression (MLR) and gene-expression programming (GEP) models.

<table>
<thead>
<tr>
<th></th>
<th>MLR</th>
<th>GEP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$R^2$</td>
<td>RMSE (NTU)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>R-RMSE (%)</td>
</tr>
<tr>
<td>Model developing (Tseng-Wen)</td>
<td>0.9239</td>
<td>1.0726</td>
</tr>
<tr>
<td>Model testing (Nan-Hwa)</td>
<td>0.7277</td>
<td>0.7248</td>
</tr>
</tbody>
</table>

1 The training phase of GEP model developing. 2 The validating phase of GEP model developing.

Considering the drinking water supply commendation which was suggested by WHO [48], the maximum turbidity for drinking water cannot exceed 5 NTU; thus, this study compares the critical turbidity data (over 5 NTU) from measured turbidity and simulated turbidity, to figure out the model simulation ability in critical turbidity condition. In total, 13 critical turbidity data were extracted, ranging from 5.1 NTU to 21 NTU, with the absolute error of the MLR and GEP between 0.294% to 39.608%, 0.240% to 33.333%, respectively. In the critical turbidity condition comparison, the $R^2$, RMSE, and R-RMSE of the MLR model are 0.9507, 1.2284, and 13.32%, respectively, and the $R^2$, RMSE, and R-RMSE of the GEP model are 0.9837, 0.7766, and 8.28%, respectively. The critical turbidity comparison result is shown in Table 6 and Figure 14. According to the result of critical turbidity comparison, the simulated turbidity by the GEP model is more precise than the MLR model, which means in critical turbidity condition (>5 NTU), the simulation error of the GEP model is less than the MLR model.
Table 6. The model comparison of critical turbidity condition.

<table>
<thead>
<tr>
<th></th>
<th>MLR</th>
<th>GEP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R²</td>
<td>RMSE (NTU)</td>
</tr>
<tr>
<td>Critical turbidity (&gt; 5 NTU)</td>
<td>0.9507</td>
<td>1.2284</td>
</tr>
</tbody>
</table>

Figure 14. The simulation error of the multiple linear regression (MLR) and the gene-expression programming (GEP) model in the critical turbidity condition.

Finally, this study refers to Heinemann et al., Li et al., and Despotovic, et al., used R-RMSE to evaluate the model performance [49–51]. In these studies, R-RMSE was divided into 4 intervals, when R-RMSE is less than 10%, it is considered to be outstanding, whereas it is considered to be good when R-RMSE is between 10% and 20%. Further, when R-RMSE is between 20% and 30%, it is considered to be normal, and it is considered to be bad when R-RMSE is higher than 30%. In this study, the turbidity simulation results of the GEP model developing (including training phase and validation phase) and testing, are considered to be good. Moreover, in the critical turbidity condition, the simulated result even belongs to an outstanding level, exhibiting that the simulated turbidity of the GEP model is relatively reliable and reasonable than the MLR model.

4. Conclusions

This study collected the in-situ turbidity of Tseng-Wen and Nan-Hwa reservoir paired with Landsat 8 satellite spectrum imagery of the uncovered study area, to develop and test the turbidity simulation model. In total, 55 measured turbidity data obtained from the Tseng-Wen reservoir were used for model developing, and 18 turbidity data obtained from the Nan-Hwa reservoir for model testing. The MLR model and the GEP model were selected to establish the turbidity model, and the R², RMSE, and R-RMSE were used for model accuracy assessment. The research result can be divided into 3 parts, includes accuracy assessment comparison, critical turbidity comparison, and the model performance evaluation by R-RMSE.

First, in accuracy assessment comparison, the R², RMSE, and R-RMSE of MLR and GEP are 0.7277 and 0.8278, 0.7248 NTU and 0.5815 NTU, 22.26% and 17.86%, respectively. The assessment results of the GEP model are more accurate than the MLR model.

Secondly, in critical turbidity condition comparison, the critical turbidity condition was given (>5NTU) by WHO [48]. In 13 critical turbidity data, the mean absolute error is 3.55%, the R², RMSE, and R-RMSE of the MLR and the GEP model is 0.9507 and 0.9837, 1.2284 and 0.7766, 13.32% and 8.28%,
respectively. The simulated turbidity by GEP model is more convincible than MLP model in the critical turbidity condition.

Finally, R-RMSE was used to evaluate the model performance. 4 stages were divided, including outstanding, good, normal, and bad when the R-RMSE in the range of less than 10%, between 10% and 20%, between 20% and 30%, and over 30%, respectively. The phase of developing and testing of the MLR model were considered to be normal. In the GEP model developing and testing phases, were ranked as good. Moreover, in the critical turbidity condition, the simulated result even belongs to the outstanding level of the GEP model, exhibiting the fact that the simulated turbidity of the GEP model is relatively reliable and reasonable than the MLR model.

Base on the result of this study, no sufficient change is observed in the simulated turbidity results of the testing area. Although it may be different because of the characteristics of the catchment and geology, the comparison results exhibit that the GEP turbidity simulation model established in this study denotes individual turbidity simulation rationality and indicates that the GEP turbidity simulation model exhibits relatively good applicability. It can be concluded from this study that the GEP algorithm is suitable for empirical turbidity simulation model developing, and the modeling results from the GEP model are accurate enough for reservoir surface water turbidity estimation.

**Author Contributions:** The authors contributed equally in preparing this manuscript. They are both well conversant with its content and have agreed to the sequence of the authorship. L.W.L. conducted the data analysis and wrote the manuscript. Y.M.W. supervised the analyzing work, and provided oversight for the analysis of data and editing of the manuscript.

**Funding:** This research was funded by MOST, Taiwan, grant number 105-2221-E-020-009.

**Conflicts of Interest:** The authors declare no conflict of interest.

**References**

4. Roelfsema, C.; Phinn, S.; Dennison, W.; Dekker, A.; Brando, V.E. Monitoring toxic cyanobacteria Lyngbya majuscula (Gomont) in Moreton Bay, Australia by integrating satellite image data and field mapping. *Harmful Algae* 2006, 5, 45–56. [CrossRef]
7. Miller, R.L.; McKee, B.A. Using MODIS Terra 250 m imagery to map concentrations of total suspended matter in coastal waters. *Remote Sens. Environ.* 2004, 93, 259–266. [CrossRef]


42. Ferreira, F.L.; Bota, D.P.; Bross, A.; Mélot, C.; Vincent, J.-L. Serial evaluation of the SOFA score to predict outcome in critically ill patients. JAMA 2001, 286, 1754–1758. [CrossRef]