Sensitivity Analysis of the Battery Model for Model Predictive Control: Implementable to a Plug-In Hybrid Electric Vehicle
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Abstract: Developing an efficient online predictive modeling system (PMS) is a major issue in the field of electrified vehicles as it can help reduce fuel consumption, greenhouse gasses (GHG) emission, but also the aging of power-train components, such as the battery. For this manuscript, a model predictive control (MPC) has been considered as PMS. This control design has been defined as an optimization problem that uses the projected system behaviors over a finite prediction horizon to determine the optimal control solution for the current time instant. In this manuscript, the MPC controller intents to diminish simultaneously the battery aging and the equivalent fuel consumption. The main contribution of this manuscript is to evaluate numerically the impacts of the vehicle battery model on the MPC optimal control solution when the plug hybrid electric vehicle (PHEV) is in the battery charge sustaining mode. Results show that the higher fidelity model improves the capability of accurately predicting the battery aging.
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1. Introduction

To reduce fuel consumption, greenhouse gasses (GHG) emission and battery aging, researchers have formerly investigated new power management designs [1,2] as the main technology for future electrified vehicles. Various on-line and off-line control strategies have been examined for enhancing the efficiency of power distribution in-between onboard power/energy sources. Model Predictive Control is accepted as a general optimization-based control design for online PMS. The first implementation of MPC goes back to the 1980s in process industries for oil refineries and power plants [3,4]. Currently, MPC is developed for online vehicle management systems in both hybrid electric vehicles (HEVs) and plug-in HEVs (PHEVs) [5] and equivalent fuel consumption minimization strategy (ECMS)-based [6–8] is recognized as the main on-line management design for HEVs. In [9], an MPC aims at maximizing the overall power efficiency of a series HEV. In [10], an MPC minimizes the cost of the energy use for a series PHEV based on the fluctuating price of electricity and gas. In another publication, engine transient characteristic is integrated into an MPC for parallel HEV [11]. In other papers [12,13], the goal of MPC is to decrease the energy usage and CO₂ emissions.

In real-time application, the process of modeling represents the most critical point of any MPC algorithm design [14]. The model accuracy, by imitating the system behavior adequately, may
greatly impact the performance and the reliability of the control design as it offers the significant information to track current system states and forecast future system actions. At the same time, as an optimization-based control, the MPC performance relies on solving a linear/nonlinear programming problem at each sample time. It then becomes obvious that the computational burden of the control solution has to be directly related to the system model fidelity as well. This is why choosing a pertinent compromise between computational complexity and model accuracy is one of the major decisions that needs to be made during the MPC design stage.

In the manufacturing and chemical industry, a convenient solution to this problem during the MPC design has been found [15–20]. In fact, plant dynamics are modeled by linear equations and once the model-plant mismatch appears, a simple re-identification of the model parameters is performed. This way, the accuracy of the model is guaranteed over time for a relatively low computational complexity as the form of the plants dynamics is based on linear equations. However, in automotive application, the issue is fairly different. Rather than looking for clues to determine and analyze the model-plant mismatch at the time control performance degrades, this manuscript attempts to provide a method and highlights quantifiable metrics to help choose a model allowing the MPC to perform with adequate accuracy and computational efficiency when different model fidelities are available.

In automotive related scenarios provided in the literature such as [21,22], ad-hoc experiments need to be performed to conclude if a definite level of model fidelity can fit the criteria for a specific control design. However, to the authors’ understandings, no peculiar research effort has yet been performed to analyse this correlation comprehensively whereas it is a crucial concern for practical and real-time design of vehicle powertrain control. For instance, in papers [9–13], the effects of a new objective have been studied, but no consideration is given to the potential gain in MPC performance of using a high-fidelity battery model. In fact, battery models usually implemented in MPC are less accurate than the one presented in [23] for automotive applications. Most of the time, for MPC purposes, the battery model is restricted to an equivalent series resistance impedance model.

To address the challenges summarized above, the main contribution of this manuscript consists of quantifying the effect of different battery models of a PHEV on the performance of the MPC controller through a sensitivity analysis when the PHEV is in the battery charge sustaining mode. The MPC controller intends to diminish simultaneously the battery aging and the equivalent fuel consumption. In this manuscript, we aim to refine and extend the previous effort presented in [24] focusing on the impact of the battery model fidelity on the MPC controller performance in a more comprehensive and meaningful way. More specifically, we have extended the look-ahead horizon and the engine speed variation considered in the controller design to provide a more accurate and close-to-reality driving scenario in which such a PHEV is commonly operated. We added the quantitative comparison of computational effort along with the comparison of battery model fidelity to accurately portray the impacts of model complexity. To adapt to the aforementioned changes, we have also updated the proposed methodology to provide additional details and eliminate preliminary assumptions made in [24] that simplified the analysis process. Thus, new results, evidence, and insights are obtained and presented in this manuscript to further support the conclusion drawn.

The remainder of the manuscript is organized as follows. In Section 2, a description of the PHEV model studied is given. In Section 3, the MPC strategy is detailed. In Section 4, the different battery models on MPC are described. Finally, the simulation results and the conclusions are provided in Sections 5 and 6 respectively.
2. Vehicle Model

2.1. Overview

The vehicle shown in Figure 1 has already been described in [24–27]. It is a series PHEV and its powertrain is composed of an electric generator, an Energy Storage System (ESS) made of a lithium iron phosphate battery, and an electric motor connected to a DC bus. The schematic and specifications of the vehicle model are given in Figure 2 and Table 1.

![Figure 1. Picture of the car of the future plug-in series hybrid electric vehicle.](image)

![Figure 2. Series PHEV block diagram of the Subaru BRZ 2015 Urban Dynamometer Driving Schedule (UDDS).](image)

<table>
<thead>
<tr>
<th>Power-Train Components</th>
<th>Name</th>
<th>Characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy Storage System (ESS)</td>
<td>Lithium iron phosphate (LFP) prismatic cells from A123</td>
<td>Capacity = 39.2 Ah; nominal voltage = 340 V; nominal energy = 13.3 kWh; configuration: (7 \times 15s2p).</td>
</tr>
<tr>
<td>Internal Combustion Engine (ICE)</td>
<td>Model MPE850 from Weber</td>
<td>41 kW, 2 cylinders, 850 cc.</td>
</tr>
<tr>
<td>Electric Generator</td>
<td>Model YASA-400</td>
<td>93 kW, axial flux permanent magnet.</td>
</tr>
<tr>
<td>Electric Motors Unit</td>
<td>Model GVK210-100L6 from Linamar</td>
<td>2 × 80 kW, unit ratio = 8.49.</td>
</tr>
<tr>
<td>Vehicle dynamics</td>
<td>2015 Subaru BRZ Limited</td>
<td>Drag coefficient = 0.28; frontal area = 1.9695 m²; PHEV mass = 1300 kg; wheel radius = 0.3 m.</td>
</tr>
</tbody>
</table>

2.2. Vehicle Dynamics Model: State Space Equations

This section details the vehicle dynamic equations. The nomenclature is provided at the end of this manuscript. The power that the vehicle powertrain has to provide can be computed as follows:
\[ P_c(t) = \left[ F_r(t) + F_g(t) + F_w(t) + F_a(t) \right] v_c(t) \]  

(1)

The rolling resistance of the vehicle is defined by Equation (2):

\[ F_r(t) = \left( C_{r0} + C_{r1} \left[ \frac{v_c(t)}{44.44} \right]^{1.2} \right) Mg \cos(\alpha(t)) \]  

(2)

The grading resistance of the vehicle is defined by Equation (3):

\[ F_g(t) = Mg \sin(\alpha(t)) \]  

(3)

The aerodynamics drag resistance is defined as follows:

\[ F_w(t) = 0.5 \rho_a(t) A_f C_D(v_c(t))^2 \]  

(4)

The vehicle’s acceleration resistance is defined by Equation (5):

\[ F_a(t) = (M + M_i) v_c(t) \]  

(5)

The electric motor power demand at the wheels can be calculated by Equations (6) and (7):

\[ P_{m_m}(t) = \begin{cases} P_c(t) / \eta_{gear} & \text{if } P_c(t) \geq 0 \\ P_c(t) \eta_{gear} Z & \text{if } P_c(t) < 0 \end{cases} \]  

(6)

\[ P_{m_m}(t) = \begin{cases} \frac{\omega_m(t) T_m(t)}{\eta_m(\omega_m, T_m)} & \text{if } P_{m_m}(t) \geq 0 \\ \omega_m(t) T_m(t) \eta_m(\omega_m, T_m) & \text{if } P_{m_m}(t) < 0 \end{cases} \]  

(7)

The motor speed and torque are computed as follows:

\[ \omega_m(t) = v_c(t) \epsilon_0 / rd. \]  

(8)

\[ T_m(t) = \omega_m(t) / \omega_m(t) \]  

(9)

The electric power requested by the electric motor is computed as follows:

\[ P_{m_e}(t) = \begin{cases} \omega_m(t) T_m(t) / \eta_m(\omega_m, T_m) & \text{if } P_{m_m}(t) \geq 0 \\ \omega_m(t) T_m(t) \eta_m(\omega_m, T_m) & \text{if } P_{m_m}(t) < 0 \end{cases} \]  

(10)

\[ \omega_g(t) = \omega_e(t) \]  

(11)

The generator efficiency \( \eta_g \) is computed by interpolating the manufacturer look-up table over torque and speed. The speed of the engine is already known as it is controlled by the MPC. Only the engine torque needs to be computed. In a discrete domain, it can be computed by Equation (12):

\[ T_e(t + \Delta t) = J_{\mathrm{frwht}} \frac{\omega_e(t + \Delta t) - \omega_e(t)}{\Delta t} + T_{\mathrm{g}}(t + \Delta t). \]  

(12)

The fuel consumption is then computed by interpolating the manufacturer look-up table over engine torque and speed.

3. Model Predictive Control Strategy

3.1. Overview

In this section, the MPC-based control strategy is explained. The primary module, presented in Figure 3, is composed of an input generator, a vehicle dynamic model, an optimization solver, an objective function, and an environment speed profile. The inputs generator contains all the possible control inputs that the MPC algorithm can select. The vehicle dynamic model, detailed in Section 2.2, represents mathematically the real vehicle behavior. The optimization solver aims at determining
the associated control inputs that minimize the objective function within the minimum computation possible. The environment speed profile provides the forecasted linear vehicle speed.

In this manuscript, the vehicle dynamic model is described by state space equations in the following general form:

\[
X(t + \Delta t) = F(X(t), U(t), W(t))
\]  
(15)

In this study, \(X, U\) and \(W\) represents respectively the states variables produced by the vehicle dynamic model, the two control inputs, the engine speed \(\omega_e(t)\) and generator torque \(T_g(t)\), and the disturbance vector, the linear vehicle speed. Using the predicted speed for next time instant and the current feedback measurements from the vehicle physical model, the vehicle dynamic model estimates the next state variables regarding the control inputs. Then the objective function is computed using the predicted vehicle state variables for the next time instant and the current control inputs for the whole prediction horizon. Finally, the associated control inputs minimizing the objective function are selected by the optimization solver. The following constraints are considered for this paper:

\[
0 \text{ N.m} \leq T_g(t) \leq 70 \text{ N.m}
\]  
(16)

\[
1500 \text{ rpm} \leq \omega_e(t) \leq 6000 \text{ rpm}
\]  
(17)

![Figure 3. Model predictive control based power management system.](image)

3.2. Objective Function

The objective of the controller is to optimize the performance of the vehicle in terms of battery aging and fuel consumption. It considers the fuel consumption, the power going through the battery and the battery aging. This objective function is minimized for the prediction horizon and is calculated through Equation (18)

\[
J(t + \Delta t) = J(t) + \Delta t \left[ \dot{m}_f(t) \Delta t + p_b(t) \Delta t + \frac{EOL_{st}}{EOL_{ev}} \left[ Q_l(t + \Delta t) - Q_l(t) \right] \epsilon_{gate} E_b \right]
\]  
(18)

The battery aging has been linked to the vehicle energy consumption through Equation (18). To do so, it has been assumed that each degradation of the battery is equivalent to the amount of energy required to process the building of a battery. This amount of energy is equal to \([Q_l(t + \Delta t) - Q_l(t)]\). Furthermore, an adjustment factor equal to \(\frac{EOL_{st}}{EOL_{ev}}\) is used to take into account the capacity fade percentage from which the battery reaches the end of life (EOL). An EOL of 20% for HEVs and 50% for stationary application has been chosen. Then, a coefficient to link the nominal energy capacity of the battery \((E_b)\) and the required energy to build the battery is used. It is named the cradle to gate embodied primary energy per unit of electrical energy capacity, noted \(\epsilon_{gate}\), and is described precisely in [28].
3.3. Optimization Solver

Once the optimization problem is formulated based on the previous discussion, a numerical solver is needed to solve it and provide the control solution. In this manuscript, the function “fmincon”, included in the Matlab Global Optimization Toolbox, is used [29]. As a gradient-based algorithm, “fmincon” is adequate to find a local minimum of a constrained nonlinear multivariable function if it is smooth. It has been preferred to a standard tree search algorithm [30], such as a pruning tree search, to speed up the search of the optimal solution. This way, the prediction horizon of the MPC can be increased to more than one lookahead step. As a gradient-based algorithm, “fmincon” is adequate to find a local minimum of a constrained nonlinear multivariable function if it is smooth. Moreover, if the function is convex, the minimum found would be necessarily global. Furthermore, the “fmincon” function has already been used in [31] for a similar problem as the one described in this paper. Parameters of “fmincon” have been selected such that the computation does not take more time to compute than the simulation time. Those parameters are described in Table 2.

<table>
<thead>
<tr>
<th>Name</th>
<th>Notation</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algorithm type</td>
<td>Algorithm</td>
<td>Interior-point</td>
</tr>
<tr>
<td>Step tolerance</td>
<td>TolX</td>
<td>1</td>
</tr>
<tr>
<td>Function tolerance</td>
<td>TolFun</td>
<td>0.01</td>
</tr>
<tr>
<td>Maximum Iteration</td>
<td>MaxIter</td>
<td>1000</td>
</tr>
<tr>
<td>Maximum Function Evaluation</td>
<td>MaxFunEval</td>
<td>1000</td>
</tr>
<tr>
<td>Constraint Tolerance</td>
<td>TolCon</td>
<td>0.1</td>
</tr>
</tbody>
</table>

4. Battery Models for the Sensitivity Analysis

4.1. Methodology

This section describes the methodology employed to investigate the effect of model fidelity on MPC performance (cf. Figure 4). It is considered that the real vehicle behaviors can be fully duplicated by the vehicle model using the highest battery fidelity model, denoted “BMref”. This reference vehicle model has been developed and validated in [25]. At the MPC controller side, the vehicle model uses different battery fidelity model, denoted “BMn”. A more precise description of those different battery models is provided in the next section. It can be noticed that the only difference between the MPC and the reference vehicle model is the battery fidelity model. This way, this sensitivity analysis can capture precisely the impact of the battery model fidelity on the performance of the MPC controller.

Since precise on-line estimation of the capacity fade or battery SoC are not available from the BMS, only measurable variables from the vehicle are fed back to the MPC algorithm, where the problem of internal state variable estimation from measured data is handled with a separate state estimator module. Then estimated variables, such as the battery aging, the SoC, or the objective function, computed by the MPC controller is compared to the ones produced by the reference vehicle model, and the absolute error is calculated.

To simulate the only realistic scenario for this manuscript, it is assumed that the linear vehicle speed can be precisely forecasted only 10 s ahead. As the MPC intends to minimize an objective function summing the equivalent fuel consumption and the battery aging, it makes sense that such a controller is only relevant while the battery is in charge sustaining mode. Indeed, during the battery depletion mode, only the battery is used and the engine is switched-off. Consequently, in this case, the MPC cannot have any influence on the vehicle powertrain: the fuel consumption is null and the battery aging only depends on the linear vehicle speed. This is why the following constraint is considered in this manuscript:

\[ 15\% \leq \text{SoC}(t) \leq 20\% \] (19)
In fact, to make the MPC worth for a full SoC interval, it is necessary to predict the linear speed of the vehicle at least an hour in advance, which is unrealistic. In addition, the vehicle model state time has been set for 1 s, meaning that the speed profile received by the MPC algorithm is sampled once every second. The vehicle states update time has been fixed at 10 s, meaning that the vehicle is feeding back measured data every 10 s, at the beginning of every MPC controller prediction.

![Control Loop for the Sensitivity Analysis](Image)

**Figure 4.** Control loop for the sensitivity analysis.

### 4.2. Development of Battery Models

To reproduce the battery dynamic precisely (see Figure 5), an equivalent series resistance in series with two Resistances/Capacitances network, as drawn in Figure 6, is regularly adopted to design a battery impedance model for automotive applications [32–36].

![Impedance Model of the Battery](Image)

**Figure 5.** Picture of the real battery pack assembly.

**Figure 6.** Impedance model of the battery.
To demonstrate the effect of model fidelity, different battery models, from the lowest to the highest fidelity, denoted from “BM1” to “BM5” and “BMref”, are used in the dynamic vehicle models within the MPC. For BM1, the battery model is reduced to its constant nominal voltage. For BM2, the battery model is simplified to its open circuit voltage, which depends on the battery SoC. The open circuit voltage of the battery, \(g(\text{SoC})\), is a polynomial of order eight evolving over the SoC [37]. For BM3, an internal resistance model is considered with a constant equivalent resistance value. BM4 is equivalent to BM4 at the difference that the equivalent resistance value is a function of SoC (\(f(\text{SoC})\)) provided by the battery manufacturer A123 Systems. BM5 is a one RC network model, whose data come from [38,39]. Finally, BMref is a two RC network model, whose data comes from [25]. The specifications of those battery models are detailed in Table 3.

### Table 3. Characteristic of battery impedance.

<table>
<thead>
<tr>
<th>Name</th>
<th>BM1</th>
<th>BM2</th>
<th>BM3</th>
<th>BM4</th>
<th>BM5</th>
<th>BMref</th>
</tr>
</thead>
<tbody>
<tr>
<td>(V_{oc}) (V)</td>
<td>350</td>
<td>0</td>
<td>0.15</td>
<td>0</td>
<td>0.095</td>
<td>0.1094</td>
</tr>
<tr>
<td>(R_S) (Ω)</td>
<td>0</td>
<td>0</td>
<td>0.15</td>
<td>0</td>
<td>0.095</td>
<td>0.1094</td>
</tr>
<tr>
<td>(R_T_S) (Ω)</td>
<td>0</td>
<td>0</td>
<td>0.15</td>
<td>0</td>
<td>0.095</td>
<td>0.1094</td>
</tr>
<tr>
<td>(C_T_S) (F)</td>
<td>0</td>
<td>0</td>
<td>0.15</td>
<td>0</td>
<td>0.095</td>
<td>0.1094</td>
</tr>
<tr>
<td>(R_T_L) (Ω)</td>
<td>0</td>
<td>0</td>
<td>0.15</td>
<td>0</td>
<td>0.095</td>
<td>0.1094</td>
</tr>
<tr>
<td>(C_T_L) (F)</td>
<td>0</td>
<td>0</td>
<td>0.15</td>
<td>0</td>
<td>0.095</td>
<td>0.1094</td>
</tr>
</tbody>
</table>

#### 4.3. Battery Dynamics Model Equations

The power provided or received by the battery is computed as follows:

\[
P_b(t) = \begin{cases} 
\eta_b \left[ P_{m,e}(t) - P_{g,e}(t) + P_a \right] & \text{if } P_b(t) \geq 0 \\
\eta_b \left[ P_{m,e}(t) - P_{g,e}(t) + P_a \right] & \text{if } P_b(t) < 0 
\end{cases} 
\]

In Equations (20) and (21), the battery is charging when \(P_b\) is negative and is discharging when \(P_b\) is positive. The battery current is then computed as follows:

\[
I_B(t + \Delta t) = \frac{P_b(t + \Delta t)}{V_B(t)} 
\]

Here, \(I_B(t + \Delta t)\) is computed by using \(V_B(t)\) whereas, in theory, \(V_B(t + \Delta t)\) is necessary because \(V_B(t + \Delta t)\) is unknown at this stage. However, as the voltage varies slowly over time and \(\Delta t\) is small enough (1 s), the inaccuracy caused by this approximation should be negligible. Then, \(V_B(t + \Delta t)\) is calculated through Equations (23)–(25):

\[
V_{T,S}(t + \Delta t) = V_{T,S}(t) \left[ 1 - \frac{\Delta t}{R_{T,S} C_{T,S}} \right] - \Delta t I_B(t) \frac{t}{C_{T,S}} 
\]

\[
V_{T,L}(t + \Delta t) = V_{T,L}(t) \left[ 1 - \frac{\Delta t}{R_{T,L} C_{T,L}} \right] - \Delta t I_B(t) \frac{t}{C_{T,L}} 
\]

\[
V_B(t + \Delta t) = V_{OC}(t + \Delta t) - R_S I_B(t + \Delta t) + V_{T,S}(t + \Delta t) + V_{T,L}(t + \Delta t) 
\]

For every battery model, The SoC is computed by the Coulomb counting Equation (26) in the discrete time domain

\[
\text{SoC}(t + \Delta t) = \text{SoC}(t) - \frac{I_B(t) \Delta t}{3600 (1 - Q(t)) C_B} 
\]
4.4. Aging of Battery Models

Through Equations (27)–(32), the battery capacity fade is computed as a function of the temperature, the cumulative SoC variation, and the C-rate. Those equations come from [40].

\[
\Delta \text{SOC}(t) = \left[ \frac{Q_l(t)}{B(t)} \exp \left( \frac{E_a(t)}{R T_{bat}(t)} \right) \right]^{1/z}
\]

(27)

\[
\Delta \text{SOC}(t+\Delta t) = \Delta \text{SOC}(t) + |\text{SOC}(t+\Delta t) - \text{SOC}(t)|
\]

(28)

\[
Q_l(t+\Delta t) = B(t) \exp \left( \frac{E_a(t)}{R T_{bat}(t)} \right) (\Delta \text{SOC}(t+\Delta t))^z
\]

(29)

\[
B(t) = f(C_{rate}(t))
\]

(30)

\[
E_a(t) = -31700 + 370.3 \times C_{rate}(t)
\]

(31)

\[
C_{rate}(t) = \frac{|I_b(t)|}{C_b \left( 1 - Q_l(t) \right)}
\]

(32)

According to paper [40], the value of \( z \) is 0.55. In this manuscript, the \( B \) value is linearly interpolated as a function of \( C_{rate} \) using data given in [40], leading to Equation (30). The \( C_{rate} \) is defined through Equation (32). \( \Delta \text{SOC}(t) \) is recomputed at every instant \( t \) (Equation (27)), to match the equivalent cumulative SoC the battery would have been through if the temperature and \( C_{rate} \) were constant and equal to the current temperature and \( C_{rate} \), knowing the battery capacity fades at time instant \( t \). This way the battery aging model takes into account the history of the battery (previous current and temperature).

As a BMS regulates homogenously the current going through the different battery, it can be expected that the aging of cells is similar throughout the battery pack. Consequently, it can be assumed that the capacity fade should be identical for two batteries with the same chemistry (LiFePO4) and manufacturer (A123) exposed to the same discharge and charge conditions (depth of discharge (DOD), \( C_{rate} \), number of cycles, temperature, etc.) independently of their nominal capacity.

5. Simulation Results

The sensitivity analysis has been conducted for two cases. The first one has been done while running two consecutive Urban Dynamometer Driving Schedule (UDDS) drive cycles and the second while running two consecutive Highway Fuel Economy Test (HWFET) drive cycles. The conclusions are the same in both cases, but both results are presented in this manuscript. The look-ahead step time has been fixed at 10 s for both cases.

The different figures in this section show the error between the estimated variables such as the SoC, the fuel consumption, the SoH and the cost function, computed by the MPC and those computed by the vehicle with the highest battery fidelity, the latter are treated in this study as the known values.

From Figure 7 to Figure 13, some conclusions can be drawn. First of all, it can be observed that the battery model only has an impact on the estimated state directly related to the battery model such as SoC, SoH and the objective function. However, the fuel consumption is only dependent on engine speed and torque, which are entirely managed by the MPC control inputs (generator torque and engine speed). The link between those control inputs and battery states only exists through the SoC constraint and the objective function written respectively in Equations (19) and (18). In fact, difference in fuel consumption between the model and the reference vehicle can only be due to imprecision in the engine model given in Section 2.2. This explains why the fuel consumption at the MPC level does not differ from the fuel consumption at the reference vehicle level in this study. However, if both the model and reference battery are different, both energy consumptions are different. As it has been shown and proved that model and reference vehicle fuel consumption are the same, it follows that only the battery can compensate the difference between the energy required by the MPC and the one needed by the real vehicle. It can even be concluded that if the battery model overestimates/underestimates the
battery energy losses, the MPC will order more/less energy coming from the engine than the one really needed, and so the reference battery will save/provide this extra-energy. As a consequence, the current going through the reference battery and its SoC is higher/lower than the ones computed by the MPC. This is why the following causal link is true: the lower the vehicle model fidelity, the larger the gap between reference current and SoC and the ones computed by the MPC. It follows that lower model fidelity could lead to the violation of the SoC constraints, which is not desirable. In fact, this constraint is usually defined by battery manufacturers for safety and battery aging management reasons.

A point made in the previous paragraph leads to a second one: the impact of the battery modeling for the MPC controller depends on the objective function. In this manuscript, the objective function is based on fuel consumption, but also on the battery power and capacity fade as shown in Equation (18). As the capacity fade is directly related to battery modeling through the current and battery capacity, battery modeling has necessarily impacts on the cost function. Moreover, as only the capacity fade depends on the battery model for computing the objective function, the error in objective function and capacity fade are proportional to each other as strongly suggested by Figures 9 and 10. Indeed, it has been explained that the fuel consumption is independent of the battery model (see Figure 8). Moreover, the same can be proven for the battery power defined in Equations (20) and (21). In fact, the battery power depends on:

- the electric generator power entirely dependent on the fuel consumption as shown in Figure 2,
- the auxiliary power defined as the same constant for the MPC model and the real vehicle,
- the electric motor power depending on its efficiency, the vehicle dynamics, and the speed profile, which are the same between the MPC model and the real vehicle.

It follows that all of them are identical between the MPC model and the real vehicle. This is why it can be concluded that the battery power is independent of the battery model. As the fuel consumption and the battery power are independent of the battery model, it can be deduced that the absolute error between cost function estimated by the MPC and the real vehicle, only depends on the battery capacity fade. It explains why the error in objective function and capacity fade are proportional. Moreover, it can be deduced from Equation (18) that the coefficient of proportionality is \( \frac{E_{OL}}{E_{b}} \) if the battery aging is expressed between 0 and 1 and the cost function is expressed in Joules. Using the results of Figures 12 and 13, this proportional coefficient can be found. This explanation highlights the main finding of this manuscript: the higher the battery model fidelity is, the better the battery aging can be predicted. As the battery pack is currently one of the most expensive components of the electric vehicle and lithium is a limited natural resource, being able to manage precisely the battery aging is a crucial point for automotive companies and battery manufacturers. According to Figures 7, 8, 12, and 13, the error in objective function or in battery capacity fade between the MPC model and the real vehicle does not decrease significantly from BM3 to BMref and no significant additional computational cost is added when increasing the battery fidelity from BM3 to BM5 or BMref.

Table 4 shows that the computation time per call of battery model is not strictly related to its fidelity. We can summarize those last lines of this table as follows:

\[
\text{time(BM1)} < \text{time(BM2, BM3, BM5, BMref)} < \text{time (BM4)}
\]  

(33)

This observation can be easily explained. The computation time and cost are mainly due to the evaluation of the \( V_{oc} \) using “polyfit” function. Indeed, BM1 is defined as a simple constant. From BM2 to BMref, those models require the use of the Matlab function “polyval” [41] and “polyfit” [42] to compute the \( V_{oc} \) in function of SoC. Moreover, BM4 requires a linear interpolation function of Matlab, named “interp1” [43] to calculate the internal series resistance. All of those approximation functions are computationally intense compared with other functions in the controller. More precisely, table III, providing the computational cost of each battery model, shows that “polyfit” is the most computationally demanding function.
Our last observation is that the higher battery fidelity model does not necessarily lead to a reduction of the reference vehicle fuel consumption, battery aging or objective function according to Figures 11–13. This observation has been noticed for different drive cycle, parameters of “fmincon”, look-ahead step, and even by fixing the engine speed as a constant. It can be explained by the following. In this study, the problem is set this way: the energy objective function over two drive cycles is minimized. Considering a real time implementation, this optimization is limited by two major constraints: the reliability of the vehicle speed prediction and the computation cost. Both constraints lead to the reduction of the look-ahead steps to a realistic or feasible value. For this study, a look-ahead step time of 10 s has been selected. This means that to optimize the cost function on the overall simulation (two drive cycles), the algorithm is finding the global minimum at every look-ahead step time (10 s). However, the optimality of the solution on the entire simulation cannot always be guaranteed. The only fact that can be certainly shown (cf. Figures 7–13) is that different fidelity models lead to different paths of optimization and lower fidelity models make the predictability of the vehicle states more difficult, in particular the battery aging.

### Table 4. Computational Cost of the Different Battery Models.

<table>
<thead>
<tr>
<th>Function</th>
<th>BM1</th>
<th>BM2</th>
<th>BM3</th>
<th>BM4</th>
<th>BM5</th>
<th>BMref</th>
</tr>
</thead>
<tbody>
<tr>
<td>( I_b )</td>
<td>-</td>
<td>1</td>
<td>1</td>
<td>9</td>
<td>9</td>
<td>1</td>
</tr>
<tr>
<td>( V_{oc} )</td>
<td>“Polyfit”</td>
<td>-</td>
<td>936</td>
<td>936</td>
<td>936</td>
<td>936</td>
</tr>
<tr>
<td>( V_b )</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>( R_s )</td>
<td>“Interp1”</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>( V_{T,L} )</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>( VT_S )</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Total Computation Cost</td>
<td>512 s</td>
<td>919 s</td>
<td>921 s</td>
<td>977 s</td>
<td>903 s</td>
<td>909 s</td>
</tr>
<tr>
<td>Computation time</td>
<td>2740 s</td>
<td>2740 s</td>
<td>2740 s</td>
<td>2740 s</td>
<td>2740 s</td>
<td>2740 s</td>
</tr>
<tr>
<td>Battery model computation time</td>
<td>0.0097 s</td>
<td>0.0170 s</td>
<td>0.0170 s</td>
<td>0.0180 s</td>
<td>0.0168 s</td>
<td>0.0169 s</td>
</tr>
</tbody>
</table>

**Figure 7.** Error between the SoC computed by the model predictive control (MPC) model and the reference vehicle during two Urban Dynamometer Driving Schedule (UDDS, up) and Highway Fuel Economy Test (HWFET, down) drive cycles.
Figure 8. Error between the fuel consumption computed by the MPC model and the reference vehicle during two UDDS (up) and HWFET (down) drive cycles.

Figure 9. Error between the battery capacity fade computed by the MPC model and the reference vehicle during 2 UDDS (up) and HWFET (down) drive cycles.
Figure 10. Error between the objective function computed by the MPC model and the reference vehicle during two UDDS (up) and HWFET (down) drive cycles.

![Graph showing error between the objective function and the reference vehicle.]

Figure 11. Fuel consumption comparison at the end of the two UDDS (up) and HWFET (down) drive cycles.
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**Figure 10.** Error between the objective function computed by the MPC model and the reference vehicle during two UDDS (up) and HWFET (down) drive cycles.

**Figure 11.** Fuel consumption comparison at the end of the two UDDS (up) and HWFET (down) drive cycles.
6. Conclusions

The main contribution of this manuscript consists of evaluating the impact of different battery models of a PHEV on the performance of the MPC controller through a sensitivity analysis when the PHEV is in the battery charge sustaining mode. The MPC controller aims at minimizing the

Figure 12. Battery aging comparison at the end of the two UDDS (up) and HWFET (down) drive cycles.

Figure 13. Objective function comparison at the end of the two UDDS (up) and HWFET (down) drive cycles.
6. Conclusions

The main contribution of this manuscript consists of evaluating the impact of different battery models of a PHEV on the performance of the MPC controller through a sensitivity analysis when the PHEV is in the battery charge sustaining mode. The MPC controller aims at minimizing the equivalent fuel consumption and battery aging at the same time. Compared to the original conference paper, this study has been conducted in a more realistic way. More specifically, we have extended the look-ahead horizon and the engine speed variation considered in the controller design to provide a more accurate and close-to-reality driving scenarios where such a PHEV is commonly operated within. We added the quantitative comparison of computational effort along with the comparison of battery model fidelity to accurately portray the impacts of model complexity. We have also updated the proposed methodology to provide additional details and eliminate preliminary assumptions made in the previous conference paper that simplified the analysis process. In this study, it has been shown that the higher battery fidelity model improves the capability to predict accurately the battery aging, which is a crucial point for automotive companies and battery manufacturers as the battery pack is currently one of the most expensive components of electric vehicles and lithium is a limited natural resource. Another important aspect highlighted by this manuscript is that the higher battery fidelity model reduces the possibility of violating the SoC constraint, which is greatly desirable. In fact, this constraint is usually defined by battery manufacturers for safety and battery aging management reasons. Furthermore, it has been demonstrated that the impact of the battery modeling for the MPC controller depends on the objective function. Last but not least, the computation time and cost are mainly due to the evaluation of the \( V_{oc} \) using “polyfit” function. So, increasing the battery model fidelity from BM2 to BMref does not add significant additional computation.
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Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Name</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>( t )</td>
<td>Discrete time</td>
<td>([s])</td>
</tr>
<tr>
<td>( \Delta t )</td>
<td>Step time</td>
<td>([s])</td>
</tr>
<tr>
<td>( X )</td>
<td>State variables</td>
<td>-</td>
</tr>
<tr>
<td>( U )</td>
<td>Control input</td>
<td>-</td>
</tr>
<tr>
<td>( W )</td>
<td>Disturbance vector</td>
<td>-</td>
</tr>
<tr>
<td>( F_r )</td>
<td>Rolling resistance</td>
<td>([N])</td>
</tr>
<tr>
<td>( F_g )</td>
<td>Grading resistance</td>
<td>([N])</td>
</tr>
<tr>
<td>( F_w )</td>
<td>Aerodynamic drag resistance</td>
<td>([N])</td>
</tr>
<tr>
<td>( F_a )</td>
<td>Acceleration ristance</td>
<td>([N])</td>
</tr>
<tr>
<td>( F_c )</td>
<td>Sum of every resistant force applied to the car</td>
<td>([N])</td>
</tr>
<tr>
<td>( P_b )</td>
<td>Power provided by the battery</td>
<td>([W])</td>
</tr>
<tr>
<td>( P_{m,e} )</td>
<td>Electric power requested by the motor</td>
<td>([W])</td>
</tr>
<tr>
<td>( P_{g,e} )</td>
<td>Power provided by the generator</td>
<td>([W])</td>
</tr>
<tr>
<td>( P_a )</td>
<td>Constant power consumed by the auxiliary electric system</td>
<td>([W])</td>
</tr>
<tr>
<td>( P_b )</td>
<td>Power provided by the battery</td>
<td>([W])</td>
</tr>
<tr>
<td>( P_c )</td>
<td>Power requested by the car</td>
<td>([W])</td>
</tr>
<tr>
<td>( P_{m,m} )</td>
<td>Mechanical power provided by the motor</td>
<td>([W])</td>
</tr>
<tr>
<td>( v_c )</td>
<td>Car speed</td>
<td>([m/s])</td>
</tr>
<tr>
<td>( v_{ca} )</td>
<td>Caacceleration</td>
<td>([m/s^2])</td>
</tr>
</tbody>
</table>
g Earth gravitational constant [m/s²]
ωm Motor speed [rads/s]
ωg Generator speed [rads/s]
ωe Engine speed [rads/s]
Tg Generator torque [N.m]
Te Engine torque [N.m]
Tm Motor torque [N.m]
Jflwhl Sum of the engine and generator flywheel moment of inertia [kg/m²]
Mf Inertia mass due to all rotating parts [kg]
M Car mass [kg]
ηb Battery coulomb efficiency -
ηg Generator efficiency -
ηgear Motor gear ratio efficiency -
ηm Motor efficiency -
ηe Enge efficiency -
VB Battery voltage [V]
Voc Battery open circuit voltage [V]
Rs Series resistance [Ω]
RT,S Short transient voltage response resistance [Ω]
CT,S Short transient voltage response capacitance [F]
RT,L Long transient voltage response resistance [Ω]
CT,L Long transient voltage response capacity [F]
IB Current provided/received by the battery [A]
SoC Battery State of Charge -
Cb Nominal battery capacity [A.h]
Ql Battery capacity fades -
ΔSoC Equivalent cumulative SoC variation for a given C_rate -
Eb Nominal energy capacity of the battery [J]
EOL_ev End of life percentage of a battery for EVs -
EOL_st End of life percentage of a battery for stationary applications -
εgate Cradle-to-gate embodied primary energy per unit of electrical energy for lithium battery -
ed_f Energy density of the fuel [J/kg]
J Energy cost function [J]
mf Instant fuel consumption [kg/s]
C0 Car static rolling coefficient -
Crl Car dynamic rolling coefficient -
Cd Car drag coefficient -
ε0 Gear reduction -
rd Wheels radius [m]
Af Car front size surface [m²]
ρa Air density [kg/m³]
R Perfect gas constant [J/mol·K]
Ea Activation energy [J/mol]
z Power law factor -
B Pre-exponent factor -

References


33. He, H.; Xiong, R.; Fan, J. Evaluation of Lithium-Ion Battery Equivalent Circuit Model for State of Charge Estimation by an Experimental Approach. Energies 2011, 4, 582–598. [CrossRef]
37. Li, J.; Mazzola, M.S. Accurate battery pack modeling for automotive applications. J. Power Sources 2013, 237, 215–228. [CrossRef]
39. Sockeel, N.; Ball, J.; Shahverdi, M.; Mazzola, M. Passive tracking of the electrochemical impedance of a hybrid electric vehicle battery and state of charge estimation through an extended and unscented Kalman filter. Batteries 2018, 4, 52. [CrossRef]